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1. Introduction

Thi s docunent describes the Enhanced Interior Gateway Routing
Protocol (EICGRP), a routing protocol designed and devel oped by Ci sco
Systenms, Inc. DUAL, the algorithmused to converge the control plane
to a single set of loop-free paths is based on research conducted at
SRl International [3]. The Diffusing Update Al gorithm (DUAL) is the
algorithmused to obtain |oop freedomat every instant throughout a
route conmputation [2]. This allows all routers involved in a

topol ogy change to synchronize at the sane tine; the routers not

af fected by topol ogy changes are not involved in the recal cul ation.
Thi s docunent describes the protocol that inplenents these functions.

2. Conventions
2.1. Requirenments Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [1].

2.2. Term nol ogy

The following is a |ist of abbreviations and terns used throughout
t hi s docunent:

ACTI VE St ate:
The | ocal state of a route on a router triggered by any event that
causes all neighbors providing the current |east-cost path to fai
the Feasibility Condition check. A route in Active state is
consi dered unusable. During Active state, the router is actively
attenpting to conpute the |east-cost |oop-free path by explicit
coordination with its neighbors using Query and Reply nessages.

Address Family ldentifier (AFI):
Identity of the network-layer protocol reachability information
bei ng advertised [12].

Aut ononous System (AS):
A collection of routers exchanging routes under the control of one
or nore network admi nistrators on behalf of a single
adm nistrative entity.
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Base Topol ogy:
A routing domain representing a physical (non-virtual) view of the
net wor k topol ogy consisting of attached devices and network
segrments ElI GRP uses to form nei ghbor relationships. Destinations
exchanged within the Base Topology are identified with a Topol ogy
Identifier value of zero (0).

Comput ed Di stance (CD):
Total distance (netric) along a path fromthe current router to a
destination network through a particul ar nei ghbor conputed using
that nei ghbor’s Reported Distance (RD) and the cost of the |ink
between the two routers. Exactly one CDis conputed and
mai nt ai ned per the [Destination, Advertising Neighbor] pair.

CR- Mbde
Conditionally Received Mde

Di f fusi ng Conputation
A distributed conputation in which a single starting node
comrences the conputation by del egati ng subtasks of the
conputation to its neighbors that may, in turn, recursively
del egat e sub-subtasks further, including a signaling schenme
allowing the starting node to detect that the conputation has
finished while avoiding false termnations. In DUAL, the task of
coordi nated updates of routing tables and resulting best path
conputation is performed as a diffusing conputation.

Di ffusing Update Al gorithm (DUAL):
A loop-free routing algorithmused with distance vectors or |ink
states that provides a diffused conputation of a routing table.
It works very well in the presence of multiple topol ogy changes
with | ow overhead. The technol ogy was researched and devel oped at
SRl International [3].

Downst r eam Rout er
A router that is one or nore hops away fromthe router in question
in the direction of the destination

El GRP:
Enhanced Interior Gateway Routing Protocol

Feasibility Condition:
The Feasibility Condition is a sufficient condition used by a
router to verify whether a neighboring router provides a | oop-free
path to a destination. EIGRP uses the Source Node Condition
stating that a neighboring router neets the Feasibility Condition
if the neighbor’s RDis less than this router’s Feasible Distance.
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Feasi bl e Di stance (FD):
Defined as the |l east-known total netric to a destination fromthe
current router since the last transition from ACTI VE to PASSI VE
state. Being effectively a record of the snallest known netric
since the last tine the network entered the PASSI VE state, the FD
is not necessarily a nmetric of the current best path. Exactly one
FD is conputed per destination network

Feasi bl e Successor:
A nei ghboring router that nmeets the Feasibility Condition for a
particul ar destination, hence, providing a guaranteed | oop-free
pat h.

Nei ghbor/ Peer :
For a particular router, another router toward which an El GRP
session, also known as an "adjacency", is established. The
ability of two routers to becone nei ghbors depends on their nutua
connectivity and conpatibility of selected El GRP configuration
paraneters. Two neighbors with interfaces connected to a conmon
subnet are known as adj acent nei ghbors. Two neighbors that are
mul ti pl e hops apart are known as renote nei ghbors.

PASSI VE st at e:
The | ocal state of a route in which at |east one nei ghbor
providing the current |east-cost path passes the Feasibility
Condition check. A route in PASSIVE state is considered usable
and not in need of a coordinated re-conputation.

Net wor k Layer Reachability Information (NLRI):
Information a router uses to calculate the global routing table to
make routing and forwardi ng decisions.

Reported Di stance (RD):
For a particular destination, the value representing the router’s
di stance to the destination as advertised in all nmessages carrying
routing information. RD is not equivalent to the current distance
of the router to the destination and may be different fromit
during the process of path re-conputation. Exactly one RDis
conmput ed and nmi nt ai ned per destination network.

Sub- Topol ogy:
For a given Base Topol ogy, a sub-topology is characterized by an
i ndependent set of routers and links in a network for which El GRP
performs an independent path calculation. This allows each sub-
topol ogy to inplement class-specific topologies to carry cl ass-
specific traffic.
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Successor:
For a particular destination, a neighboring router that neets the
Feasibility Condition and, at the sane tine, provides the |east-
cost path.

Stuck In Active (SIA
A destination that has remained in the ACTIVE State in excess of a
predefined time period at the local router (Cisco inplenents this
as 3 mnutes).

Successor-Directed Acyclic G aph (SDAG:
For a particular destination, a graph defined by routing table
contents of individual routers in the topol ogy, such that nodes of
this graph are the routers thenselves and a directed edge from
router X to router Y exists if and only if router Y is router X's
successor. After the network has converged, in the absence of
t opol ogi cal changes, SDAGis a tree

Topol ogy Change / Topol ogy- Change Event:
Any event that causes the CD for a destination through a nei ghbor
to be added, nodified, or renoved. As an exanple, detecting a
I i nk-cost change, receiving any El GRP nmessage from a nei ghbor
advertising an updated nei ghbor’s RD.

Topol ogy ldentifier (TID):
A nunber that is used to mark prefixes as belonging to a specific
sub-t opol ogy.

Topol ogy Tabl e:
A data structure used by EIGRP to store infornation about every
known destination including, but not limted to, network prefix /
prefix length, FD, RD of each nei ghbor advertising the
destination, CD over the correspondi ng nei ghbor, and route state.

Type, Length, Value (TLV):
An encoding format for information el enents used in El GRP nessages
to exchange information. Each TLV-formatted infornmation el enent
consists of three generic fields: Type identifying the nature of
information carried in this el enent, Length describing the length
of the entire TLV triplet, and Value carrying the actua
information. The Value field may, itself, be internally
structured; this depends on the actual type of the infornmation
element. This format allows for extensibility and backward
conpatibility.

Upstream Rout er:

A router that is one or nore hops away fromthe router in
question, in the direction of the source of the information
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VI D:
VLAN | dentifier

Virtual Routing and Forwarding (VRF):
I ndependent Virtual Private Network (VPN) routing/forwarding
tables that coexist within the same router at the sane tine.

3. The Diffusing Update Al gorithm (DUAL)

The Diffusing Update Al gorithm (DUAL) constructs |east-cost paths to
all reachable destinations in a network consisting of nodes and edges
(routers and links). DUAL guarantees that each constructed path is
| oop free at every instant including periods of topol ogy changes and
network reconvergence. This is acconplished by all routers, which
are affected by a topol ogy change, conputing the new best path in a
coordi nated (diffusing) way and using the Feasibility Condition to
verify prospective paths for |oop freedom Routers that are not

af fected by topol ogy changes are not involved in the recal cul ation.
The convergence tinme with DUAL rivals that of any other existing
routing protocol

3.1. Algorithm Description

DUAL is used by EIGRP to achieve fast | oop-free convergence wth
little overhead, allowi ng EIGRP to provide convergence rates
conparable, and in sone cases better than, nbst comon link state
protocols [10]. Only nodes that are affected by a topol ogy change
need to propagate and act on information about the topol ogy change,
all owi ng EIGRP to have good scaling properties, reduced overhead, and
| ower conplexity than many other interior gateway protocols.

Distributed routing algorithns are required to propagate information
as well as coordinate information anong all nodes in the network.
Unl i ke basic Bell man-Ford di stance vector protocols that rely on
uncoor di nat ed updat es when a topol ogy change occurs, DUAL uses a
coordi nated procedure to involve the affected part of the network
into conputing a new | east-cost path, known as a "diffusing
conputation". A diffusing conputation grows by querying additiona
routers for their current RDto the affected destination, and it
shrinks by receiving replies fromthem Unaffected routers send
replies imediately, ternmnating the growh of the diffusing
conputation over them These intrinsic properties cause the

di ffusing conputation to self-adjust in scope and term nate as soon
as possi bl e.

One attribute of DUAL is its ability to control the point at which

the diffusion of a route calculation term nates by managi ng the
di stribution of reachability information through the network.
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Controlling the scope of the diffusing process is acconplished by

hi ding reachability information through aggregation (sunmarization),
filtering, or other nmeans. This provides the ability to create
effective failure domains within a single AS, and allows the network
adm nistrator to nanage the convergence and processing
characteristics of the network.

3. 2. Rout e St ates

A route to a destination can be in one of two states: PASSIVE or
ACTIVE. These states describe whether the route is guaranteed to be
both I oop free and the shortest available (the PASSIVE state) or

whet her such a guarantee cannot be given (the ACTIVE state).
Consequently, in PASSIVE state, the router does not performany route
recal culation in coordination with its nei ghbors because no such
recal cul ation i s needed.

In ACTIVE state, the router is actively involved in re-conputing the
| east-cost | oop-free path in coordination with its neighbors. The
state is reeval uated and possi bly changed every tinme a topol ogy
change is detected. A topology change is any event that causes the
CD to the destination over any nei ghbor to be added, changed, or
renoved from El GRP' s t opol ogy table.

More exactly, the two states are defined as foll ows:
0 Passive

A route is considered to be in the Passive state when at |east one
nei ghbor that provides the current |east-total-cost path passes
the Feasibility Condition check that guarantees |oop freedom A
route in the PASSIVE state is usable and its next hop is perceived
to be a downstream router

o Active

A route is considered to be in the ACTIVE state if neighbors that
do not pass the Feasibility Condition check provide | owest-cost
path, and therefore the path cannot be guaranteed loop free. A
route in the ACTIVE state is considered unusable and this router
must coordinate with its neighbors in the search for the new | oop-
free |l east-total -cost path.

In other words, for a route to be in PASSIVE state, at |east one

nei ghbor that provides the least-total-cost path nust be a Feasible
Successor. Feasible Successors providing the | east-total-cost path
are also called "successors". For a route to be in PASS|VE state, at
| east one successor nust exist.
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Conversely, if the path with the |east total cost is provided by
routers that are not Feasible Successors (and thus not successors),
the route is in the ACTIVE state, requiring re-conputation

Not ably, for the definition of PASSIVE and ACTI VE states, it does not
matter if there are Feasible Successors providing a worse-than-| east -
total -cost path. While these neighbors are guaranteed to provide a
| oop-free path, that path is potentially not the shortest avail able.

The fact that the least-total-cost path can be provided by a nei ghbor
that fails the Feasibility Condition check may not be intuitive.
However, such a situation can occur during topol ogy changes when the
current least-total-cost path fails and the next-I|east-total-cost
path traverses a nei ghbor that is not a Feasible Successor

While a router has a route in the ACTIVE state, it must not change
its successor (i.e., nmodify the current SDAG nor nmodify its own
Feasi bl e Distance or RD until the route enters the PASSIVE state
again. Any updated infornation about this route received during
ACTIVE state is reflected only in CDs. Any updates to the successor
FD, and RD are postponed until the route returns to PASSIVE state.
The state transitions from PASSI VE to ACTI VE and from ACTI VE to
PASSI VE are controlled by the DUAL FSM and are described in detail in
Section 3.5.

3.3. Feasibility Condition

The Feasibility Condition is a criterion used to verify |l oop freedom
of a particular path. The Feasibility Condition is a sufficient but
not a necessary condition, nmeaning that every path neeting the
Feasibility Condition is guaranteed to be | oop free; however, not all
| oop-free paths neet the Feasibility Condition

The Feasibility Condition is used as an integral part of DUAL
operation: every path selection in DUAL is subject to the Feasibility
Condition check. Based on the result of the Feasibility Condition
check after a topology change is detected, the route nay either
remai n PASSIVE (if, after the topol ogy change, the nei ghbor providing
the | east cost path neets the Feasibility Condition) or it needs to
enter the ACTIVE state (if the topol ogy change resulted in none of

t he nei ghbors providing the | east cost path to neet the Feasibility
Condi tion).

The Feasibility Condition is a part of DUAL that allows the diffused
conputation to termnate as early as possible. Nodes that are not
af fected by the topol ogy change are not required to performa DUAL
conmput ati on and may not be aware a topol ogy change occurred. This
can occur in two cases:
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First, if informed about a topology change, a router nmay keep a route
in PASSIVE state if it is aware of other paths that are downstream
towards the destination (routes nmeeting the Feasibility Condition).

A route that nmeets the Feasibility Condition is determ ned to be | oop
free and downstream al ong the path between the router and the
destinati on.

Second, if informed about a topol ogy change for which it does not
currently have reachability information, a router is not required to
enter into the ACTIVE state, nor is it required to participate in the
DUAL process.

In order to facilitate describing the Feasibility Condition, a few
definitions are in order.

0 A successor for a given route is the next hop used to forward data
traffic for a destination. Typically, the successor is chosen
based on the | east-cost path to reach the destination

0 A Feasible Successor is a neighbor that neets the Feasibility
Condition. A Feasible Successor is regarded as a downstream
nei ghbor towards the destination, but it nay not be the |east-cost
path but could still be used for forwardi ng data packets in the
event equal or unequal cost |oad sharing was active. A Feasible
Successor can becone a successor when the current successor
becones unreachabl e.

0 The Feasibility Condition is met when a nei ghbor’s advertised
cost, (RD) to a destination is less than the FD for that
destination, or in other words, the Feasibility Condition is net
when the neighbor is closer to the destination than the router
itself has ever been since the destination has entered the PASSI VE
state for the last tine.

o The FDis the |lowest distance to the destination since the |ast
time the route went from ACTI VE to PASSI VE state. |t should be
noted it is not necessarily the current best distance; rather, it
is a historical record of the best distance known since the |ast
di f fusing conputation for the destination has finished. Thus, the
val ue of the FD can either be the sane as the current best
di stance, or it can be |ower.

A nei ghbor that advertises a route with a cost that does not neet the
Feasibility Condition nmay be upstream and t hus cannot be guaranteed
to be the next hop for a loop-free path. Routes advertised by
upstream nei ghbors are not recorded in the routing table but saved in
t he t opol ogy table.

Savage, et al. I nf or mat i onal [ Page 12]



RFC 7868 Cisco’s EIGRP May 2016

3.4. DUAL Message Types

DUAL operates with three basic nessage types: QUERY, UPDATE, and
REPLY.

o0 UPDATE - sent to indicate a change in netric or an addition of a
desti nati on.

0 QUERY - sent when the Feasibility Condition fails, which can
happen for reasons |like a destination becom ng unreachable or the
metric increasing to a value greater than its current FD

0 REPLY - sent in response to a QUERY or S| A- QJERY

In addition to these three basic types, two additional sub-types have
been added to EI CGRP

0 SIA-QUERY - sent when a REPLY has not been received wthin one-
hal f of the SIA interval (90 seconds as inplenented by C sco).

0 SIA-REPLY - sent in response to an SIA-QUERY indicating the route

is still in ACTIVE state. This response does not stratify the
original QUERY; it is only used to indicate that the sending
nei ghbor is still in the ACTIVE state for the given destination

Wien in the PASSI VE state, a received QUERY nmay be propagated i f
there is no Feasible Successor found. |f a Feasible Successor is
found, the QUERY is not propagated and a REPLY is sent for the
destination with a netric equal to the current routing table netric.
When a QUERY is received froma non-successor in ACTIVE state, a
REPLY is sent and the QUERY is not propagated. The REPLY for the
destination contains a netric equal to the current routing table
nmetric.

3.5. DUAL Finite State Machine (FSM

The DUAL FSM enbodi es the deci sion process for all route
conputations. It tracks all routes advertised by all neighbors. The
di stance information, known as a netric, is used by DUAL to sel ect
efficient | oop-free paths. DUAL selects routes to be inserted into a
routing table based on Feasi bl e Successors. A successor is a

nei ghboring router used for packet forwardi ng that has a | east-cost
path to a destination that is guaranteed not to be part of a routing
| oop.

When there are no Feasi bl e Successors but there are nei ghbors

advertising the destination, a recal culation nmust occur to determ ne
a new successor.
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The amount of tine it takes to calculate the route inpacts the
convergence tine. Even though the recalculation is not processor
intensive, it is advantageous to avoid recalculation if it is not
necessary. \Wen a topol ogy change occurs, DUAL will test for
Feasi bl e Successors. |If there are Feasible Successors, it will use
any it finds in order to avoid any unnecessary recal cul ation.

The FSM which applies per destination in the topol ogy table,
operates independently for each destination. It is true that if a
single Iink goes down, multiple routes may go i nto ACTI VE state.
However, a separate SDAG is conputed for each destination, so | oop-
free topol ogi es can be nmintained for each reachabl e destination
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The follow ng describes in detail the state/event/action transitions
of the DUAL FSM For all steps, the topology table is updated with
the new netric information fromeither QUERY, REPLY, or UPDATE

recei ved.

(1) A QUERY is received froma neighbor that is not the current
successor. The route is currently in PASSIVE state. As the
successor is not affected by the QUERY, and a Feasi bl e Successor
exists, the route remains in PASSIVE state. Since a Feasible
Successor exists, a REPLY MJUST be sent back to the originator of
the QUERY. Any netric received in the QUERY fromthat nei ghbor
is recorded in the topology table and the Feasibility Check (FC
is run to check for any change to current successor

(2) Adirectly connected interface changes state (connects,
di sconnects, or changes netric), or sinmlarly an UPDATE or QUERY
has been received with a netric change for an existing
destination, the route will stay in the PASSIVE state if the
current successor is not affected by the change, or it is no
| onger reachable and there is a Feasible Successor. |n either
case, an UPDATE is sent with the new netric information if it
has changed.

(3) A QUERY was received froma nei ghbor who is the current
successor and no Feasi bl e Successors exist. The route for the
destination goes into ACTIVE state. A QUERY is sent to al
nei ghbors on all interfaces that are not split horizon. Split
hori zon takes effect for a query or update fromthe successor it
is using for the destination in the query. The QUERY origin
flag is set to indicate the QUERY originated from a nei ghbor
mar ked as successor for route. The REPLY status flag is set for
all neighbors to indicate outstanding replies.

(4) A directly connected Iink has gone down or its cost has
i ncreased, or an UPDATE has been received with a netric
increase. The route to the destination goes to ACTIVE state if
there are no Feasi ble Successors found. A QUERY is sent to al
nei ghbors on all interfaces. The QUERY origin flag is to
i ndicate that the router originated the QUERY. The REPLY status
flag is set to 1 for all neighbors to indicate outstanding
replies.
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(6)

(7)

(8)

(9)

(10)

(11)
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While a route for a destination is in ACTIVE state, and a QUERY
is received fromthe current successor, the route remains in
ACTI VE state. The QUERY origin flag is set to indicate that
there was anot her topol ogy change while in ACTIVE state. This
indication is used so new Feasi bl e Successors are conpared to
the metric that nade the route go to ACTIVE state with the
current successor

Wiile a route for a destination is in ACTIVE state and a QUERY
is received froma neighbor that is not the current successor, a
REPLY shoul d be sent to the neighbor. The nmetric received in

t he QUERY shoul d be recorded.

If a link cost changes, or an UPDATE with a netric change is
received in ACTIVE state froma non-successor, the router stays
in ACTIVE state for the destination. The netric information in
the UPDATE is recorded. Wen a route is in the ACTIVE state,
nei ther a QUERY nor UPDATE are ever sent.

If a REPLY for a destination, in ACTIVE state, is received from
a nei ghbor or the link between a router and the neighbor fails,
the router records that the neighbor replied to the QUERY. The
REPLY status flag is set to O to indicate this. The route stays
in ACTIVE state if there are nore replies pending because the
router has not heard fromall neighbors.

If aroute for a destination is in ACTIVE state, and a |link
fails or a cost increase occurred between a router and its
successor, the router treats this case like it has received a
REPLY fromits successor. Wen this occurs after the router
originates a QUERY, it sets the QUERY origin flag to indicate
t hat anot her topol ogy change occurred in ACTIVE state.

If aroute for a destination is in ACTIVE state, and a |link
fails or a cost increase occurred between a router and its
successor, the router treats this case like it has received a
REPLY fromits successor. Wen this occurs after a successor
originated a QUERY, the router sets the QUERY origin flag to

i ndi cate that another topol ogy change occurred in ACTIVE state.

If aroute for a destination is in ACTIVE state, the cost of the
link through which the successor increases, and the | ast REPLY
was received fromall neighbors, but there is no Feasible
Successor, the route should stay in ACTIVE state. A QUERY is
sent to all neighbors. The QUERY origin flag is set to 1
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(12) If aroute for a destination is in ACTIVE state because of a
QUERY received fromthe current successor, and the |ast REPLY
was received fromall neighbors, but there is no Feasible
Successor, the route should stay in ACTIVE state. A QUERY is
sent to all neighbors. The QUERY origin flag is set to 3.

(13) Received replies fromall neighbors. Since the QUERY origin
flag indicates the successor originated the QUERY, it
transitions to PASSI VE state and sends a REPLY to the old
successor.

(14) Received replies fromall neighbors. Since the QUERY origin
flag indicates a topology change to the successor while in
ACTI VE state, it need not send a REPLY to the old successor.
Wien the Feasibility Condition is met, the route state
transitions to PASSI VE.

(15) Received replies fromall neighbors. Since the QUERY origin
flag indicates either the router itself originated the QUERY or
FC was not satisfied with the replies received in ACTIVE state,
FD is reset to infinite value and the mininumof all the
reported metrics is chosen as FD and route transitions back to
PASSI VE state. A REPLY is sent to the ol d-successor if oi|]
flags indicate that there was a QUERY from successor

(16) If a route for a destination is in ACTIVE state because of a
QUERY received fromthe current successor or there was an
increase in distance while in ACTIVE state, the |last REPLY was
received fromall neighbors, and a Feasi bl e Successor exists for
the destination, the route can go into PASSIVE state and a REPLY
is sent to the successor if oij indicates that QUERY was
received fromthe successor

3.6. DUAL Operation -- Exanple Topol ogy

The followi ng topology (Figure 2) will be used to provide an exanpl e
of how DUAL is used to reroute after a link failure. Each node is

| abeled with its costs to destination N The arrows indicate the
successor (next hop) used to reach destination N. The |east-cost
path is sel ected.
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N
|
(DA ---<--- B(2)
L
| |
(2)D ---<--- C(3)
Fi gure 2: Stable Topol ogy

In the case where the link between A and D fails (Figure 3);

N N
| |
A---<--- B A---<--- B
| | | |
X | " |
| | | |
D---<--- C D---<---C
Q> <-R
N

|
(DA ---<--- B(2)
|
|
(4)D --->-- O3)

Figure 3: Link between A and D Fails

Only observing the destination provided by node N, D enters the
ACTI VE state and sends a QUERY to all its neighbors, in this case
node C.

C deternmines that it has a Feasible Successor and replies
i Mmediately with netric 3.

C changes its old successor of Dto its new single successor B
and the route to N stays in PASSIVE state.

D receives the REPLY and can transition out of ACTIVE state
since it received replies fromall its neighbors.

D now has a viable path to N through C

D selects C as its successor to reach node Nwith a cost of 4.

Notice that nodes A and B were not involved in the recal cul ation
since they were not affected by the change.
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Let's consider the situation in Figure 4, where Feasi bl e Successors
may not exist. |If the link between node A and B fails, B goes into
ACTI VE state for destination N since it has no Feasible Successors.
Node B sends a QUERY to node C. C has no Feasi bl e Successors, so it
goes active for destination N, and since C has no neighbors, it
replies to the QUERY, deletes the destination, and returns to the
PASSI VE state for the unreachable route. As C renoves the (now
unreachabl e) destination fromits table, C sends REPLY to its old
successor. B receives this REPLY fromC, and deternmines this is the
last REPLY it is waiting on before determ ning what the new state of
the route should be; on receiving this REPLY, B deletes the route to
N fromits routing table.

Since B was the originator of the initial QUERY, it does not have to
send a REPLY to its old successor (it would not be able to any ways,
because the link to its old successor is down). Note that nodes A
and D were not involved in the recal culation since their successors
were not affected.

N N
(A< B2 oo B 0
- D
(2)b oe) b L ax R

Figure 4: No Feasibl e Successors When Link between A and B Fails
4. ElI GRP Packets

El GRP uses five different packet types to handl e sessi on managenent
and pass DUAL Message types:

HELLO Packets (i ncludes ACK)
QUERY Packets (includes SIA- Query)
REPLY Packets (includes SIA-Reply)
REQUEST Packet s

UPDATE Packet s

El GRP packets are directly encapsulated into a network-I|ayer
protocol, such as IPv4 or IPv6. Wiile EIGRP is capable of using
addi ti onal encapsul ation (such as AppleTalk, IPX, etc.) no further
encapsul ation is specified in this docunent.
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Support for network-layer protocol fragnmentation is not supported,

and EIGRP will attenpt to avoid a maxi num si ze packets that exceed
the interface MIU by sending nultiple packets that are | ess than or
equal to MIU-sized packets.

Each packet transnmitted will use either nulticast or unicast network-
| ayer destination addresses. When multicast addresses are used, a
mappi ng for the data link nmulticast address (when avail able) nust be
provided. The source address will be set to the address of the
sending interface, if applicable.

The followi ng network-layer nulticast addresses and associ ated data
link multicast addresses:

224.0.0.10 for I1Pv4 "EIGRP Routers" [13]
FF02: 0:0:0:0: 0: 0: A for IPv6 "ElI GRP Routers" [14]

They will be used on nulticast-capable nedia and will be nedia

i ndependent for unicast addresses. Network-layer addresses will be
used and the mapping to nedia addresses will be achieved by the
nati ve protocol nechanisns.

4. 1. UPDATE Packet s

UPDATE packets carry the DUAL UPDATE nessage type and are used to
convey information about destinations and the reachability of those
destinations. Wen a new neighbor is discovered, unicast UPDATE
packets are used to transnmit a full table to the new nei ghbor, so the
nei ghbor can build up its topology table. In normal operation (other
t han nei ghbor startup such as a |ink cost changes), UPDATE packets
are nulticast. UPDATE packets are always transnmitted reliably. Each
TLV destination will be processed individually through the DUAL FSM

4.2. QUERY Packets

A QUERY packet carries the DUAL QUERY nessage type and is sent by a
router to advertise that a route is in ACTIVE state and the
originator is requesting alternate path information fromits

nei ghbors. An infinite nmetric is encoded by setting the delay part
of the nmetric to its maxi mum val ue.

If there is a topology change that causes nultiple destinations to be
mar ked ACTIVE, EIGRP will build one or nore QUERY packets for al
destinations present. The state of each route is recorded

i ndividually, so a responding QUERY or REPLY need not contain all the
same destinations in a single packet. Since EIGRP uses a reliable
transport nmechani sm route QUERY packets are al so guaranteed be
reliably delivered
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When a QUERY packet is received, each destination will trigger a DUAL
event, and the state machine will run individually for each route.
Once the entire original QUERY packet is processed, then a REPLY or
SIA-REPLY will be sent with the latest information

4,3. REPLY Packets

A REPLY packet carries the DUAL REPLY nessage type and will be sent
in response to a QUERY or SI A-QUERY packet. The REPLY packet will

i nclude a TLV for each destination and the associated vector netric
inits own topology table.

The REPLY packet is sent after the entire recei ved QUERY packet is
processed. When a REPLY packet is received, there is no reason to
process the packet before an acknow edgnent is sent. Therefore, an
acknow edgnment is sent i mediately and then the packet is processed.
The sendi ng of the acknow edgnent is acconplished either by sending
an ACK packet or by piggybacki ng the acknow edgnent onto anot her
packet already being transmtted.

Each TLV destination will be processed individually through the DUAL
FSM  When a QUERY is received for a route that doesn’t exist in our
topology table, a REPLY with an infinite nmetric is sent and an entry
in the topology table is added with the netric in the QUERY if the
nmetric is not an infinite val ue.

If a REPLY for a designation not in the Active state, or not in the
topol ogy table, EIGRP will acknow edge the packet and discard the
REPLY.

4.4. Exception Handling
4.4.1. Active Duration (SIA)

When an EICGRP router transitions to ACTIVE state for a particul ar
destination, a QUERY is sent to a neighbor and the ACTIVE tiner is
started to linmt the anpbunt of tine a destination nmay remain in an
ACTI VE st ate.

A route is regarded as SIA when it does not receive a REPLY within a
preset time. This time interval is broken into two equal periods
followi ng the QUERY, and up to three additional "busy" periods in
whi ch an Sl A- QUERY packet is sent for the destination

This process is begun when a router sends a QUERY to its neighbor.
After one-half the SIAtime interval (default inplementation is 90
seconds), the router will send an SI A-QUERY; this nust be replied to
with either a REPLY or SIA-REPLY. Any neighbor that fails to send
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either a REPLY or SIA-REPLY with-in one-half the SIAinterval wll
result in the nei ghbor being deened to be "stuck" in the active
state.

Cisco also limts the nunmber of SIA-REPLY nessages allowed to three.
Once the tinmeout occurs after the third SIA-REPLY with the nei ghbor
remaining in an ACTIVE state (as noted in the SIA-Reply nessage), the
nei ghbor being deemed to be "stuck” in the active state.

If the SIA state is declared, DUAL may take one of two actions;

a) Delete the route fromthat neighbor, acting as if the nei ghbor
had responded with an unreachabl e REPLY nessage fromthe
nei ghbor .

b) Delete all routes fromthat neighbor and reset the adjacency
wi th that neighbor, acting as if the nei ghbor had responded
wi th an unreachabl e nessage for all routes.

| mpl ementation note: Cisco currently inplenments option (b).
4.4.1.1. Sl A QUERY

When a QUERY is still outstanding and awaiting a REPLY from a

nei ghbor, there is insufficient information to deternine why a REPLY
has not been received. A |lost packet, congestion on the link, or a

sl ow nei ghbor could cause a |lack of REPLY from a downstream nei ghbor

In order to try to ascertain if the neighboring device is stil
attenpting to converge on the active route, EIGRP nmay send an Sl A-
QUERY packet to the active neighbor(s). This enables an EI GRP router
to determine if there is a comunication issue with the neighbor or
if it is sinply still attenpting to converge with downstream routers.

By sending an Sl A-QUERY, the originating router may extend the
effective active tine by resetting the ACTIVE tiner that has been
previously set, thus allow ng convergence to continue so | ong as
nei ghbor devi ces successfully comunicate that convergence is stil
under way.

The S| A- QUERY packet SHOULD be sent on a per-destination basis at
one-hal f of the ACTIVE tineout period. Up to three SIA- QUERY packets
for a specific destination nay be sent, each at a value of one-half
the ACTIVE tinme, so long as each are successfully acknow edged and
net with an S| A- REPLY.
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Upon recei pt of an SI A- QUERY packet, an EIGRP router should first
send an ACK and then continue to process the SIA-QUERY information.
The QUERY is sent on a per-destination basis at approxi mately one-
hal f the active tine.

If the EIGRP router is still active for the destination specified in
the SI A-QUERY, the router should respond to the originator with the
SI A-REPLY indicating that active processing for this destination is
still underway by setting the ACTIVE flag in the packet upon
response.

If the router receives an SI A-QUERY referencing a destination for
which it has not received the original QUERY, the router should treat
t he packet as though it was a standard QUERY

1) Acknow edge the receipt of the packet
2) Send a REPLY if a successor exists

3) If the SIA-QUERY is fromthe successor, transition to the
ACTI VE state if and only if a Feasibility Condition check fails
and send an SIA-REPLY with the ACTIVE bit set

4.4.1.2. SIA-REPLY

An Sl A- REPLY packet is the correspondi ng response upon recei pt of an
SI A- QUERY from an El GRP nei ghbor. The SI A-REPLY packet will include
a TLV for each destination and the associated vector netric in the
topol ogy table. The SIA-REPLY packet is sent after the entire

recei ved SI A- QJERY packet is processed.

If the EIGRP router is still ACTIVE for a destination, the SI A-REPLY
packet will be sent with the ACTIVE bit set. This confirnms for the
nei ghbor device that the SIA- QUERY packet has been processed by DUAL
and that the router is still attenpting to resolve a | oop-free path
(likely awaiting responses to its own QUERY to downstream nei ghbors).

The SI A-REPLY inforns the recipient that convergence is conplete or
still ongoing; it is an explicit notification that the router is
still actively engaged in the convergence process. This allows the
device that sent the SIA-QUERY to determ ne whether it should
continue to allow the routes that are not converged to be in the
ACTIVE state or if it should reset the neighbor relationship and
flush all routes through this neighbor
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5. EIGRP Qperation
El GRP has four basic conponents:

Finite State Machine
Rel i abl e Transport Protoco
Nei ghbor Di scovery/ Recovery
Rout e Managenent

O O0Oo0Oo

5. 1. Finite State Machine

The detail of DUAL, the State Machi ne used by EIGRP, is covered in
Section 3.5.

5.2. Reliable Transport Protoco

The reliable transport is responsible for guaranteed, ordered
delivery of ElIGRP packets to all neighbors. It supports interni xed
transm ssion of nulticast and uni cast packets. Sone El GRP packets
must be transmitted reliably and others need not. For efficiency,
reliability is provided only when necessary.

For exanple, on a nulti-access network that has multicast
capabilities, such as Ethernet, it is not necessary to send HELLGs
reliably to all neighbors individually. EIGRP sends a single
nmul ti cast HELLO with an indication in the packet informng the
receivers that the packet need not be acknow edged. Oher types of
packets, such as UPDATE packets, require acknow edgnent and this is
indicated in the packet. The reliable transport has a provision to
send nul ti cast packets quickly when there are unacknow edged packets
pendi ng. This hel ps ensure that convergence tinme remains lowin the
presence of varying speed |inks.

DUAL assunes there is |ossless comuni cati on between devices and thus
nmust depend on the transport protocol to guarantee that nessages are
transmitted reliably. EIGRP inplenents the reliable transport
protocol to ensure ordered delivery and acknow edgnent of any
messages requiring reliable transm ssion. State variables such as a
recei ved sequence nunber, acknow edgnent nunber, and transm ssion
gueues MJST be mmintai ned on a per-nei ghbor basis.
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The foll owi ng sequence nunber rules nust be net for the El GRP
reliable transport protocol to work correctly:

0 A sender of a packet includes its global sequence nunber in the
sequence nunber field of the fixed header. The sequence nunber
wraps around to one when the naxi mum val ue i s exceeded
(sequence nunber zero is reserved for unreliable transm ssion).
The sender includes the receivers sequence nunber in the
acknow edgnment nunber field of the fixed header.

0 Any packets that do not require acknow edgnent nust be sent
wi th a sequence nunber of 0.

0 Any packet that has an acknow edgment nunber of O indicates
that sender is not expecting to explicitly acknow edge
delivery. Oherwise, it is acknow edgi ng a single packet.

0 Packets that are network-layer nulticast nust contain
acknow edgnent nunber of O.

When a router transnits a packet, it increnents its sequence nunber
and marks the packet as requiring acknow edgnment by all nei ghbors on
the interface for which the packet is sent. Wen individua

acknow edgnents are uni cast addressed by the receivers to the sender
with the acknow edgnent nunmber equal to the packets sequence nunber,
the sender SHALL clear the pendi ng acknow edgnent requirenent for the
packet fromthe respective neighbor.

If the required acknow edgnent is not received for the packet, it
MJUST be retransmitted. Retransmissions will occur for a maxi mumof 5
seconds. This retransm ssion for each packet is tried 16 tines,

after which, if there is no ACK, the neighbor relationship is reset
with the peer that didn’t send the ACK

The protocol has no explicit w ndowi ng support. A receiver wll
acknow edge each packet individually and will drop packets that are
received out of order

| mpl enent ati on note: The exception to this occurs if a duplicate
packet is received, and the acknow edgnent for the original packet
has been schedul ed for transm ssion, but not yet sent. |In this case,
EIGRP will not send an acknow edgnment for the duplicate packet, and
t he queued acknow edgnent will acknow edge both the original and
dupl i cat e packet.

Duplicate packets are al so di scarded upon receipt. Acknow edgnments

are not accunul ative. Therefore, an ACK with a non-zero sequence
nunber acknow edges a singl e packet.
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There are situations when nulticast and uni cast packets are

transmtted cl ose together on
net wor ks.
nmul ticasts are transmitted in

uni cast and nul ti cast packets.

mul ti-access broadcast-capabl e

The reliable transport mechani sm MJUST ensure that all

order and not mx the order anong

The reliable transport provides a
mechani smto deliver nmulticast packets in order to sonme receivers

qui ckly, while sone receivers have not yet received all unicast or
previously sent nmulticast packets. The SEQUENCE TYPE TLV in HELLO
packets achieves this. This will be explained in nore detai
section.

Figure 5 illustrates the reliable transport protocol on point-to-
point links. There are two scenarios that may occur: an UPDATE-

initiated packet exchange or a QUERY-initiated packet exchange.

This exanple will

Router A

assune no packet

| oss.

Router B

An Exanpl e UPDATE Exchange

A receives packet

ACK (uni cast)
SEQ=0, ACK=100
Process UPDATE
An Exanpl e QUERY

A receives packet
Process QUERY

REPLY (uni cast)
SEQ=201, ACK=101

list

A receives packet

UPDATE (nul ticast)
SEQ=100, ACK=0

Add packet to A's retransmt |ist

Recei ve ACK

Del ete packet from A s retransmit
Exchange

QUERY (nul ticast)

SEQ=101, ACK=0

Add packet to A's retransmt |ist

Process ACK
Del ete packet from A s retransmit

Process REPLY packet

ACK (uni cast)
SEQ=0, ACK=201

Figure 5: Reliable Transfer on Point-to-Point Links
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The UPDATE exchange sequence requires UPDATE packets sent to be

delivered reliably.
sequence nunber that

The UPDATE packet transnitted contains a
i s acknow edged by a recei pt of an ACK packet.

I f the UPDATE or the ACK packet is lost on the network, the UPDATE

packet will be retransmtted.

This exanple will

Router A

A receives packet

ACK (uni cast)
SEQ=0, ACK=100
Process UPDATE

ACK (uni cast)
SEQ=0, ACK=101
Process UPDATE

assune there is heavy packet |oss on a network.

Router B

UPDATE (nul ticast)
SEQ=100, ACK=0
Add packet to A's retransmt |ist

Recei ve ACK
Del ete packet fromA s retransmt |ist

<--/LOST/--------------

UPDATE (nul ticast)

SEQ=101, ACK=0

Add packet to A's retransmt |ist

Retransmit Tiner Expires
Retransmit UPDATE (unicast)

SEQ=101, ACK=0
Keep packet on A's retransmt |ist

Recei ve ACK
Del ete packet fromA s retransnit |ist

Figure 6: Reliable Transfer on Lossy Point-to-Point Links

Reliabl e delivery on nulti-access LANs works in a simlar fashion to

poi nt -t o- poi nt

The initial packet is always nulticast and

subsequent retransni ssions are unicast addressed. The
acknow edgnments sent are always uni cast addressed. Figure 7 shows an
exanple with four routers on an Ethernet.

Rout er

Router C

Rout er

Savage, et al.

............ Router A

I nf or mat i onal [ Page 28]



RFC 7868

B sends ACK (unicast)
SEQ=0, ACK=100
Process UPDATE

C sends ACK (uni cast)
SEQ=0, ACK=100
Process UPDATE

D sends ACK (unicast)
SEQ=0, ACK=100
Process UPDATE

B sends REPLY (unicast)
SEQ=511, ACK=101
Process UPDATE

C sends REPLY (unicast)
SEQ=200, ACK=101
Process UPDATE

D sends REPLY (unicast)
SEQ=11, ACK=101
Process UPDATE

Cisco's EIGRP May 2016

An Exanpl e UPDATE Exchange

K m e e e e e e e e - -

A send UPDATE (rmul ticast)

SEQ=100, ACK=0

Add packet to B's retransmt |ist

Add packet to Cs retransmt |ist

Add packet to D's retransmt |ist

Recei ve ACK

Del ete packet fromB' s retransmt |ist

Recei ve ACK

Del ete packet fromC s retransmt |ist

Recei ve ACK

Del ete packet fromD s retransnit |ist
An Exanpl e QUERY Exchange

=

A sends UPDATE (nulticast)

SEQ=101, ACK=0

Add packet to B's retransmt |ist

Add packet to Cs retransmt |ist

Add packet to D's retransmt |ist

K m e e e e e e e e - -

A sends ACK (unicast to B)

SEQ=0, ACK=511

Del ete packet fromB' s retransmt |ist

=

A sends ACK (unicast to C

SEQ=0, ACK=200

Del ete packet fromC s retransmt |ist

e m e e e e e e e e e e m -

A sends ACK (unicast to D)

SEQ=0, ACK=11

Del ete packet fromD s retransmt |ist

Figure 7: Reliable Transfer on Milti-Access Links
I nf or mat i onal [ Page 29]
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And finally, a situation where nunerous nulticast and uni cast packets

are sent close together in a nulti-access environment is illustrated
in Figure 8.
Router B ----------- +
Router C ----------- |+ ____________ Router A
Router D ----------- |+
Cmm e e e ——— .- - -

A sends UPDATE (nul ticast)
SEQ=100, ACK=0

——————————————— / LOST/ - > Add packet to B's retransmt |ist

B sends ACK (unicast) Add packet to Cs retransmit |ist

SEQ=0, ACK=100 Add packet to D's retransmt |ist

________________ >

C sends ACK (uni cast)

SEQ=0, ACK=100 Del ete packet fromC s retransmt |ist

________________ >

D sends ACK (unicast)

SEQ=0, ACK=100 Del ete packet fromD s retransmt |ist
=

A sends HELLO (rmulticast)
SEQ=0, ACK=0, SEQ TLV listing B

B receives Hell o, does not set CR-Mde
C receives Hello, sets CR Mde
D receives Hello, sets CR Mde

A sends UPDATE (nulticast)
SEQ=101, ACK=0, CR-Flag=1

——————————————— / LOST/ - > Add packet to B's retransmt |ist
B sends ACK (unicast) Add packet to Cs retransmt |ist
SEQ=0, ACK=100 Add packet to D's retransmt |ist

B i gnores UPDATE 101 because the CR-Fl ag
is set and it is not in CR Mde

C sends ACK (uni