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Abstract

Thi s docunent describes the nessages and procedures of the Negative-
acknow edgment (NACK) Oriented Reliable Milticast (NORM protocol
This protocol is designed to provide end-to-end reliable transport of
bul k data objects or streans over generic |IP multicast routing and
forwardi ng services. NORM uses a selective, negative acknow edgnent
mechani sm for transport reliability and offers additional protoco
mechani sns to allow for operation with minimal "a priori"

coordi nati on anpbng senders and receivers. A congestion contro

scheme is specified to allow the NORM protocol to fairly share
avai | abl e network bandwi dth with other transport protocols such as
Transm ssion Control Protocol (TCP). It is capable of operating with
both reciprocal multicast routing anong senders and receivers and
with asynmetric connectivity (possibly a unicast return path) between
the senders and receivers. The protocol offers a nunber of features
to allow different types of applications or possibly other higher

| evel transport protocols to utilize its service in different ways.
The protocol |everages the use of FEC based repair and other |ETF
reliable multicast transport (RMI) building blocks in its design
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1

I ntroduction and Applicability

The Negati ve-acknow edgrment (NACK) Oriented Reliable Milticast (NORM
protocol is designed to provide reliable transport of data from one
or nore sender(s) to a group of receivers over an |P nulticast
network. The primary design goals of NORM are to provide efficient,
scal abl e, and robust bulk data (e.g., conputer files, transnission of
persi stent data) transfer across possibly heterogeneous |P networks
and topol ogi es. The NORM protocol design provides support for
distributed nulticast session participation with mniml coordination
anong senders and receivers. NORMallows senders and receivers to
dynanmically join and |l eave nulticast sessions at will with mnim
overhead for control information and tining synchronization anong
participants. To accomobdate this capability, NORM protocol nessage
headers contain some conmon information allow ng receivers to easily
synchroni ze to senders throughout the lifetime of a reliable

mul ticast session. NORMis designed to be self-adapting to a wide
range of dynam c network conditions with little or no pre-
configuration. The protocol is purposely designed to be tolerant of
i naccurate timng estimtions or |ossy conditions that nmay occur in
many networks including nobile and wireless. The protocol is also
designed to exhibit convergence and efficient operation even in
situations of heavy packet |oss and | arge queuing or transm ssion

del ays.

Thi s docunent is a product of the IETF RMI WG and foll ows the
guidelines provided in RFC 3269 [1]. The key words "MJST", "MJST
NOT", "REQUI RED', "SHALL", "SHALL NOT", "SHOULD', "SHOULD NOT",

" RECOMVENDED', "NMAY", and "OPTIONAL" in this docunment are to be
interpreted as described in BCP 14, RFC 2119 [2].

Statenent of |ntent

This meno contains part of the definitions necessary to fully specify
a Reliable Miulticast Transport protocol in accordance with RFC 2357.
As per RFC 2357, the use of any reliable nulticast protocol in the
Internet requires an adequate congestion control schene.

While waiting for such a schene to be available, or for an existing
schene to be proven adequate, the Reliable Milticast Transport

wor ki ng group (RMI) publishes this Request for Coments in the
"Experinmental " category.

It is the intent of RMI to re-subnit this specification as an | ETF
Proposed Standard as soon as the above condition is net.
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1.1. NORM Delivery Service Mde

A NORM protocol instance (NornfSession) is defined within the context
of participants communicating connectionless (e.g., Internet Protoco
(I'P) or User Datagram Protocol (UDP)) packets over a network using
pre-determ ned addresses and host port nunbers. Generally, the
partici pants exchange packets using an I P nulticast group address,
but unicast transport may al so be established or applied as an
adjunct to multicast delivery. |In the case of nmulticast, the
partici pati ng NormNodes wi |l conmuni cate using a comon | P nulticast
group address and port nunber that has been chosen via nmeans outside
the context of the given NornSession. Qher |ETF data format and
protocol standards exist that may be applied to describe and convey
the required "a priori" information for a specific NornBSession (e.g.
Session Description Protocol (SDP) [7], Session Announcenent Protoco
(SAP) [8], etc.).

The NORM protocol design is principally driven by the assunption of a
single sender transmitting bulk data content to a group of receivers.
However, the protocol MAY operate with nultiple senders within the
context of a single NornSession. In initial inplenentations of this
protocol, it is anticipated that nultiple senders will transmt

i ndependent of one another and receivers will maintain state as
necessary for each sender. However, in future versions of NORM it

i s possible that sone aspects of protocol operation (e.g., round-trip
time collection) may provide for alternate nodes allowi ng nore
efficient performance for applications requiring nmultiple senders.

NORM provides for three types of bulk data content objects
(NormObj ects) to be reliably transported. These types include:

1) static conputer nmenory data content (NORM OBJECT DATA type),
2) conputer storage files (NORM OBJECT_FI LE type), and

3) non-finite streans of continuous data content (NORM OBJECT STREAM
type).

The distinction between NORM OBJECT_DATA and NORM OBJECT_FILE is
simply to provide a "hint" to receivers in NornSessions serving
multiple types of content as to what type of storage should be

al l ocated for received content (i.e., nenory or file storage). C her
than that distinction, the two are identical, providing for reliable
transport of finite (but potentially very large) units of content.
These static data and file services are anticipated to be useful for
mul ti cast - based cache applications with the ability to reliably
provide transmi ssion of large quantities of static data. Oher types
of static data/file delivery services m ght nmake use of these
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transport object types, too. The use of the NORM OBJECT STREAM type
is at the application’ s discretion and could be used to carry static
data or file content also. The NORMreliable stream service opens up
additional possibilities such as serialized reliable nessaging or

ot her unbounded, perhaps dynamically produced content. The

NORM OBJECT_STREAM provi des for reliable transport anal ogous to that
of the Transnission Control Protocol (TCP), although NORM receivers
will be able to begin receiving streamcontent at any point in tine.
The applicability of this feature will depend upon the application

The NORM protocol also allows for a snmall ampount of "out-of -band”
data (sent as NORM I NFO nessages) to be attached to the data content
objects transnitted by the sender. This readily-avail able "out-of -
band" data allows multicast receivers to quickly and efficiently
determine the nature of the corresponding data, file, or stream bulk
content being transmitted. This allows application-Ilevel control of
the receiver node’s participation in the current transport activity.
This also allows the protocol to be flexible with m ninal pre-
coordi nati on anong senders and receivers. The NORMINFO content is
designed to be atomic in that its size MIST fit into the payl oad
portion of a single NORM nessage.

NORM does _not _ provide for global or application-Ieve

identification of data content within in its nessage headers. Note

t he NORM | NFO out - of - band data mechani sm coul d be | everaged by the
application for this purpose if desired, or identification could
alternatively be enbedded within the data content. NORM does
identify transmitted content (NornObjects) with transport identifiers
that are applicable only while the sender is transmitting and/or
repairing the given object. These transport data content identifiers
(Nor mTransportlds) are assigned in a nonotonically increasing fashion
by each NORM sender during the course of a NornBSession. Each sender
mai ntains its Normlransportld assi gnnents independently so that

i ndi vi dual NormObj ects may be uniquely identified during transport
with the concatenation of the sender session-unique identifier

(Nor mNodel d) and the assigned NormTransportld. The Nornilransportlds
are assigned froma large, but fixed, nuneric space in increasing
order and may be reassigned during long-lived sessions. The NORM
protocol provides nechanisns so that the sender application may

term nate transm ssion of data content and informthe group of this
in an efficient manner. Qher simlar protocol control mechanisns
(e.g., session ternmination, receiver synchronization, etc.) are
specified so that reliable nulticast application variants nmay
construct different, conplete bulk transfer conmunication nodels to
nmeet their goals.
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To sumari ze, the NORM protocol provides reliable transport of
different types of data content (including potentially mxed types).
The senders enqueue and transmt bulk content in the formof static
data or files and/or non-finite, ongoing streamtypes. NORM senders
provide for repair transm ssion of data and/or FEC content in
response to NACK nessages received fromthe receiver group

Mechani sns for "out-of-band" infornmation and other transport contro
mechani snms are specified for use by applications to formconplete
reliable multicast solutions for different purposes.

1.2. NORM Scal ability

Group comunication scalability requirenments |lead to adaptation of
negati ve acknow edgnment (NACK) based protocol schenes when feedback
for reliability is required [9]. NORMis a protocol centered around
the use of selective NACKs to request repairs of missing data. NORM
provi des for the use of packet-level forward error correction (FEC
techni ques for efficient nulticast repair and optional proactive
transm ssion robustness [10]. FEC based repair can be used to
greatly reduce the quantity of reliable nmulticast repair requests and
repair transmissions [11] in a NACK-oriented protocol. The principa
factor in NORM scal ability is the volunme of feedback traffic
generated by the receiver set to facilitate reliability and
congestion control. NORM uses probabilistic suppression of redundant
f eedback based on exponentially distributed random backoff tiners.
The performance of this type of suppression relative to other

techni ques is described in [12]. NORM dynanically neasures the
group’s roundtrip tinmng status to set its suppression and ot her
protocol tinmers. This allows NORMto scale well while maintaining
reliable data delivery transport with low latency relative to the

net wor k topol ogy over which it is operating.

Feedback nessages can be either nulticast to the group at |arge or

sent via unicast routing to the sender. 1In the case of unicast
f eedback, the sender "advertises" the feedback state to the group to
facilitate feedback suppression. |In typical Internet environnents,

it is expected that the NORM protocol will readily scale to group
sizes on the order of tens of thousands of receivers. A study of the
quantity of feedback for this type of protocol is described in [13].
NORM is able to operate with a smaller amount of feedback than a
singl e TCP connection, even with relatively |arge nunbers of
receivers. Thus, depending upon the network topology, it is possible
that NORM nmay scale to larger group sizes. Wth respect to conputer
resource usage, the NORM protocol does not_require that state be
kept on all receivers in the group. NORM senders maintain state only
for receivers providing explicit congestion control feedback. NORM
receivers nust maintain state for each active sender. This may
constrain the nunber of sinultaneous senders in sone uses of NORM
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1.3. Environnmental Requirenments and Consi derations

Al of the environnmental requirenments and considerations that apply
to the RMI NORM Bui | di ng Bl ock [4] and the RMI FEC Buil di ng Bl ock [ 5]
al so apply to the NORM pr ot ocol

The NORM protocol SHALL be capable of operating in an end-to-end
fashion with no assistance frominternediate systens beyond basic IP
mul ticast group managenent, routing, and forwardi ng services. Wile
the techniques utilized in NORM are principally applicable to "flat"
end-to-end I P nulticast topol ogies, they could also be applied in the
sub-l evels of hierarchical (e.g., tree-based) nulticast distribution
if so desired. NORM can nake use of reciprocal (anong senders and
receivers) nulticast conmunication under the Any-Source Milticast
(ASM nodel defined in RFC 1112 [3], but SHALL al so be capabl e of
scal abl e operation in asynmetric topol ogi es such as Source Specific
Multicast (SSM [14] where there may only be unicast routing service
fromthe receivers to the sender(s).

NORM i s conpatible with I1Pv4 and | Pv6. Additionally, NORM nmay be
used wi th networks enpl oyi ng Network Address Transl ation (NAT)
provi di ng the NAT device supports IP multicast and/or can cache UDP
traffic source port nunbers for remapping feedback traffic from
receivers to the sender(s).

2. Architecture Definition

A NornSession is conprised of participants (Normodes) acting as
senders and/or receivers. NORM senders transmit data content in the
formof Norntbjects to the session destination address and the NORM
receivers attenpt to reliably receive the transmtted content using
negative acknow edgnents to request repair. Each NormNode within a
Nor nSession is assuned to have a presel ected unique 32-bit identifier
(Nor mNodel d). NormNodes MUST have uni quely assigned identifiers
within a single NornSession to distinguish between possible multiple
senders and to distinguish feedback information fromdifferent
receivers. There are two reserved NormNodel d val ues. A val ue of
0x00000000 is considered an invalid NornmNodeld val ue and a val ue of
Oxffffffff is a "wildcard" NornNodeld. While the protocol does not
preclude multiple sender nodes concurrently transnmtting within the
context of a single NORM session (i.e., nany-to-nany operation), any
type of interactive coordination anong NORM senders is assunmed to be
controlled by the application or higher protocol layer. There are
some optional nechanisns specified in this docunent that can be

| everaged for such application [ayer coordination
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As previously noted, NORM allows for reliable transm ssion of three
different basic types of data content. The first type is

NORM _OBJECT_DATA, which is used for static, persistent blocks of data
content rmaintained in the sender’s application nmenory storage. The
second type is NORM OBJECT_FILE, which corresponds to data stored in
the sender’s non-volatile file system The NORM OBJECT DATA and

NORM OBJECT FI LE types both represent "Nornthjects" of finite but
potentially very large size. The third type of data content is
NORM_OBJECT_STREAM whi ch corresponds to an ongoi ng transm ssi on of
undefined Iength. This is analogous to the reliable stream service
provide by TCP for unicast data transport. The format of the stream
content is application-defined and nay be byte or nessage oriented.
The NORM protocol provides for "flushing" of the streamto expedite
delivery or possibly enforce application nmessage boundaries. NORM
protocol inplenmentations may offer either (or both) in-order delivery
of the streamdata to the receive application or out-of-order (nore

i medi ate) delivery of received segnents of the streamto the

recei ver application. 1In either case, NORM sender and receiver

i mpl enentations provide buffering to facilitate repair of the stream
as it is transported.

Al'l NormObjects are logically segmented i nto FEC codi ng bl ocks and
synbol s for transm ssion by the sender. 1In NORM an FEC encoding
synbol directly corresponds to the payl oad of NORM DATA nessages or
"segnent". Note that when systematic FEC codes are used, the payl oad
of NORM DATA nessages sent for the first portion of a FEC encodi ng

bl ock are source synbols (actual segnents of original user data),
whil e the remai ning synbols for the block consist of parity synmbols
generated by FEC encoding. These parity synbols are generally sent
in response to repair requests, but sone nunber may be sent
proactively at the end each encoding block to increase the robustness
of transmi ssion. Wen non-systenmatic FEC codes are used, all synbols

sent consist of FEC encoding parity content. 1In this case, the
recei ver nmust receive a sufficient nunber of symbols to reconstruct
(via FEC decoding) the original user data for the given block. In

this docunent, the terns "synbol" and "segnent" are used
i nt erchangeabl y.

Transmitted NormObjects are tenmporarily yet uniquely identified

wi thin the NornBSessi on context using the given sender’s NormNodel d,
Nor m nst ancel d, and a tenporary NornCbject Transportld. Depending
upon the inplenentation, individual NORM senders nay nanage their

Nor m nst ancel ds i ndependently, or a common Norm nstanceld nay be
agreed upon for all participating nodes within a session if needed as
a session identifier. NORM NornbjectTransportld data content
identifiers are sender-assigned and applicable and valid only during
a NormCbject’s actual _transport_ (i.e., for as long as the sender is
transmitting and providing repair of the indicated NornObject). For

Adanson, et al. Experi ment al [ Page 8]



RFC 3940 NORM Pr ot ocol Novenber 2004

a long-lived session, the NornmbjectTransportld field can wap and
previously-used identifiers nay be re-used. Note that globally

uni que identification of transported data content is not provided by
NORM and, if required, nust be managed by the NORM application. The
i ndi vi dual segnents or synbols of the NornObject are further
identified with FEC payload identifiers which include coding bl ock
and synbol identifiers. These are discussed in detail later in this
docunent .

2.1. Protocol Operation Overview

A NORM sender primarily generates nessages of type NORM DATA. These
messages carry original data segnents or FEC synbols and repair
segnent s/ synbol s for the bul k data/file or stream NormObj ects being
transferred. By default, redundant FEC synbols are sent only in
response to receiver repair requests (NACKs) and thus normally little
or no additional transm ssion overhead is inposed due to FEC
encodi ng. However, the NORM i npl enentati on MAY be optionally
configured to proactively transnit sonme anount of redundant FEC
synbols along with the original content to potentially enhance
performance (e.g., inproved delay) at the cost of additiona

transm ssion overhead. This option may be sensible for certain
network conditions and can allow for robust, asymetric nulticast
(e.g., unidirectional routing, satellite, cable) [15] with reduced
recei ver feedback, or, in some cases, no feedback

A sender nessage of type NORM INFO is al so defined and is used to
carry OPTI ONAL "out - of -band" context information for a given
transport object. A single NORM INFO nessage can be associated wth
a Norn(bject. Because of its atonmic nature, m ssing NORM | NFO
messages can be NACKed and repaired with a slightly [ ower del ay
process than NORM s general FEC-encoded data content. NORM | NFO nmay
serve special purposes for some bulk transfer, reliable nulticast
applications where receivers join the group md-streamand need to
ascertain contextual information on the current content being
transmitted. The NACK process for NORMINFO will be described |ater.
When t he NORM I NFO nessage type is used, its transm ssion should
precede transmni ssion of any NORM DATA nessage for the associated

Nor nbj ect .

The sender al so generates nessages of type NORM CMD to assist in
certain protocol operations such as congestion control, end-of-
transm ssion flushing, round trip tinme estimation, receiver
synchroni zati on, and optional positive acknow edgnment requests or
application defined commands. The transm ssi on of NORM CMD nessages
fromthe sender is acconplished by one of three different procedures.
These procedures are: single, best effort unreliable transnm ssion of
the conmand; repeated redundant transm ssions of the command; and
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positivel y-acknow edged commands. The transni ssion techni que used
for a given conmand depends upon the function of the comand.

Several core conmands are defined for basic protocol operation
Additionally, inplenentations MAY wi sh to consider providing the
OPTI ONAL appl i cation-defined commands that can take advantage of the
transm ssi on net hodol ogi es avail able for commands. This allows for
application-level session nmanagenent nechani sns that can nake use of
i nformati on avail able to the underlying NORM protocol engine (e.qg.
round-trip tinmng, transmission rate, etc.).

NORM r ecei vers generate nessages of type NORM NACK or NORM ACK in
response to transm ssions of data and commands from a sender. The
NORM NACK nessages are generated to request repair of detected data
transm ssion | osses. Receivers generally detect |osses by tracking

t he sequence of transmission froma sender. Sequencing information
is enbedded in the transnitted data packets and end-of-transm ssion
commands fromthe sender. NORM ACK nmessages are generated in
response to certain comands transmtted by the sender. 1In the
general (and nost scal able) protocol npode, NORM ACK nessages are sent
only in response to congestion control commands fromthe sender. The
f eedback vol ume of these congestion control NORM ACK nessages is
controll ed using the same tiner-based probabilistic suppression
techni ques as for NORM NACK nessages to avoi d feedback inmplosion. In
order to neet potential application requirenents for positive

acknow edgment fromreceivers, other NORM ACK nessages are defined
and available for use. Al sender and receiver transm ssions are
subject to rate control governed by a peak transmi ssion rate set for
each participant by the application. This can be used to linmt the
quantity of nulticast data transmitted by the group. Wen NORM s
congestion control algorithmis enabled the rate for senders is
automatically adjusted. 1In sone networks, it nay be desirable to
establ i sh m ni num and naxi num bounds for the rate adjustnent
dependi ng upon the application even when dynam ¢ congestion contro

is enabl ed. However, in the case of the general Internet, congestion
control policy SHALL be observed that is conpatible with coexistent
TCP fl ows.

2.2. Protocol Building Blocks

The operation of the NORM protocol is based primarily upon the
concepts presented in the Nack-Oriented Reliable Milticast (NORW
Bui I di ng Bl ock docunment [4]. This includes the basic NORM
architecture and the data transm ssion, repair, and feedback
strategi es discussed in that document. Additional reliable nulticast
bui | ding bl ocks are applied in creating the full NORM protoco
instantiation [16]. NORM al so nmakes use of Forward Error Correction
encodi ng techni ques for repair messaging and optional transm ssion
robust ness as described in [10]. NORM uses the FEC Payl oad ID as
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specified by the FEC Buil di ng Bl ock Docunent [5]. Additionally, for
congestion control, this document includes a baseline congestion
control mechani sm (NORM CC) based on the TCP-Friendly Milticast
Congestion Control (TFMCC) scheme described in [19].

2.3. Design Tradeoffs

Wil e the various features of NORM are designed to provide sone
nmeasure of general purpose utility, it is inportant to enphasize the
under standi ng that "no one size fits all" in the reliable multicast
transport arena. There are nunerous engineering tradeoffs invol ved
inreliable nulticast transport design and this requires an increased
awar eness of application and network architecture considerations.

Per f ormance requirenments affecting design can include: group size,
het erogeneity (e.g., capacity and/or delay), asymetric delivery,
data ordering, delivery delay, group dynam cs, nobility, congestion
control, and transport across |ow capacity connections. NORM
contains various paraneters to accomobdate many of these differing
requi renents. The NORM protocol and its nechani sns MAY be applied in
mul ticast applications outside of bulk data transfer, but there is an
assuned nodel of bulk transfer transport service that drives the
trade-offs that determine the scalability and performance descri bed
in this docunent.

The ability of NORMto provide reliable data delivery is al so
governed by any buffer constraints of the sender and receiver
applications. NORM protocol inplenentations SHOULD be designed to
operate with the greatest efficiency and robustness possible within
application-defined buffer constraints. Buffer requirenments for
reliability, as always, are a function of the del ay-bandw dth product
of the network topology. NORM perforns best when allowed nore
buffering resources than typical point-to-point transport protocols.
This is because NORM feedback suppression is based upon randon y-

del ayed transmi ssions fromthe receiver set, rather than i medi ately
transmitted feedback. There are definitive tradeoffs between buffer
utilization, group size scalability, and efficiency of performance.
Large buffer sizes allow the NORM protocol to perform nost
efficiently in | arge del ay-bandw dth topol ogi es and allow for | onger
f eedback suppression backoff timeouts. This yields inproved group
size scalability. NORM can operate with reduced buffering but at a
cost of decreased efficiency (lower relative goodput) and reduced
group size scalability.
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3.

| NORM _DATA

| NORM_CVD( SQUEL CH) | Sender command to advertise its current valid
|

Conf or mance St at enent

This Protocol Instantiation docunent, in conjunction with the RMI
Bui I di ng Bl ock documents of [4] and [5], conpletely specifies a
working reliable multicast transport protocol that conforns to the
requi renents described in RFC 2357 [17].

Thi s docunent specifies the follow ng nessage types and nechani sns
whi ch are REQUI RED i n conplyi ng NORM protocol inplenmentations:

+ +
| |
+ +
| Sender nessage for application data |
| transmission. |nplenmentations rmust support |
| at | east one of the NORM OBJECT DATA, |
| NORM OBJECT_FILE, or NORM OBJECT_ STREAM |
| delivery services. The use of the NORM FEC |
| Object Transnission Infornmation header

| extension is OPTIONAL with NORM DATA |
| nmessages. |
o mm m e e e e e e e e e e e e e e e e e e e e e e e eao +
| Sender command to excite receivers for repair

| requests in lieu of ongoi ng NORM DATA

| transmissions. Note the use of the |
| NORM CVMD( FLUSH) for positive acknow edgnent

| of data receipt is OPTI ONAL. |
+ +

repair window in response to invalid requests
| for repair.

| NORM_CVD( REPAI R_ADV) | Sender conmand to advertise current repair

|
+
|
| (and congestion control state) to group when
| unicast feedback nmessages are detected. Used
| to control/suppress excessive receiver
| feedback in asymmetric multicast topol ogies.
_______________________________________________ +
Sender command used in collection of round
trip timng and congestion control status
fromgroup (this may be OPTIONAL if
al ternative congestion control mechani smand
round trip tinmng collection is used).
+
|
|
+

Recei ver nmessage used to request repair of
m ssing transnmtted content.
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| Receiver message used to proactively provide |
| | feedback for congestion control purposes. |
| Also used with the OPTI ONAL NORM Positive |
| Acknow edgnent Process. |

Thi s docunent al so describes the foll owi ng nessage types and
associ at ed nmechani snms which are OPTIONAL for conplyi ng NORM pr ot ocol
i mpl enent ati ons:

| NORM_I NFO | Sender nessage for providing ancillary |
| context information associated with NORM |
| transport objects. The use of the NORM FEC |
| Onject Transmission |nformation header |
| extension is OPTIONAL with NORM I NFO |
| |

nessages.

| NORM_CNVD( EOT) | Sender command to indicate it has reached |
| | end-of-transm ssion and will no | onger |
| | respond to repair requests. |
| NORM_CVD( ACK_REQ | Sender conmmand to support application- |
| defined, positively acknow edged commands |
| sent outside of the context of the bulk data |
| content being transmitted. The NORM Positive|
| Acknow edgnent Procedure associated with this|
| nmessage type is OPTI ONAL. |

| NORM_CVD( APPLI CATI ON) | Sender conmmand contai ni ng application-defined|
| | commands sent outside of the context of the |
| | bulk data content being transmtted. |

e e e e a - o m e o e e e e e e e e e e e e e e e e e e e e e e e oo - o +
| NORM_REPORT | Optional nessage type reserved for |
| | experinental inplenmentations of the NORM |
| | protocol. |
o e e e e e e oo o m e m e e e e e e e e e e e e e e e e e e e am o +

4., Message Formats

As nentioned in Section 2.1, there are two prinmary classes of NORM
nmessages: sender nessages and receiver nmessages. NORM CMVD,

NORM | NFO, and NORM DATA nessage types are generated by senders of
data content, and NORM NACK and NORM ACK messages generated by
receivers within a NornBSession. An auxiliary nessage type of
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NORM REPORT is al so provided for experinental purposes. This section
descri bes the nessage fornmats used by the NORM protocol. These
nmessages and their fields are referenced in the detailed functional
description of the NORM protocol given in Section 5. 1ndividual NORM
messages are designed to be conpatible with the MU limtations of
encapsul ating Internet protocols including IPv4, 1Pv6, and UDP. The
current NORM protocol specification assunes UDP encapsul ati on and

| everages the transport features of UDP. The NORM nessages are

i ndependent of network addresses and can be used in |IPv4 and | Pv6

net wor ks.

4.1. NORM Common Message Header and Extensions

There are sonme common nessage fields contained in all NORM nessage
types. Additionally, a header extension nmechanismis defined to
expand the functionality of the NORM protocol w thout revision to
this docunment. Al NORM protocol nmessages begin with a conmon header
with information fields as follows:

0 1 2 3
23456789012345678901

B i S S S i A S S S i e e e i
r_len | sequence |
R e i T S S R R e i ol it TR S TR S e
source_id |

i e e S i T s T e T o i sl mT ST S S TR e S S

NORM Common Message Header For nmat

The "version" field is a 4-bit value indicating the protocol version
nunber. NORM i npl enent ati ons SHOULD i gnore recei ved nmessages with
versi on nunbers different fromtheir own. 