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Abstr act

Thi s docunent describes a Policy Information Base (PIB) for a device
i mpl ementing the Differentiated Services Architecture. The

provi sioning classes defined here provide policy control over
resources inplenenting the Differentiated Services Architecture.
These provisioning classes can be used with other none Differentiated
Services provisioning classes (defined in other PIBs) to provide for
a conprehensive policy controlled mapping of service requirenment to
devi ce resource capability and usage.
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Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

1. dossary

PRC Provisioning Cass. A type of policy data. See [PCLTERM .
PRI Provi sioning Instance. An instance of a PRC. See [POLTERM.
PI B Policy Informati on Base. The database of policy information
See [ POLTERM .
PDP Pol i cy Decision Point. See [ RAP- FRAMEWORK] .
PEP Policy Enforcenment Point. See [ RAP- FRAVEWORK]
PRID Provisioning Instance Identifier. Uniquely identifies an
i nstance of a PRC

2. Introduction

[ SPPI] describes a structure for specifying policy information that
can then be transnitted to a network device for the purpose of
configuring policy at that device. The nodel underlying this
structure is one of well-defined provisioning classes and instances
of these classes residing in a virtual information store called the
Policy Informati on Base (PIB).

Thi s docunent specifies a set of provisioning classes specifically
for configuring QoS Policy for Differentiated Services [ DSARCH|

One way to provision policy is by neans of the COPS protocol [COPS]
with the extensions for provisioning [COPS-PR]. This protoco
supports multiple clients, each of which may provision policy for a
specific policy domain such as Q©S. The PRCs defined in this
DiffServ QoS PIB are intended for use by the COPS-PR diffServ client
type. Furthernore, these PRCs are in addition to any other PIBs that
may be defined for the diffServ client type in the future, as well as
the PRCs defined in the Framework PIB [ FR-PI B].

3. Relationship to the DiffServ Infornmal Managenent Nbdel

This PIB is designed according to the Differentiated Services

I nf ormal Managenent Mbdel docunented in [MODEL]. The nodel describes
the way that ingress and egress interfaces of a 'n’-port router are
nodel ed. It describes the configuration and managenent of a DiffServ
interface in terms of a Traffic Conditioning Block (TCB) which
contains, by definition, zero or nore classifiers, neters, actions,

al gorithm c droppers, queues and schedul ers. These elenents are
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arranged according to the QoS policy being expressed, and are al ways
in that order. Traffic may be classified; classified traffic may be
nmet ered; each streamof traffic identified by a conbination of
classifiers and nmeters may have sone set of actions perforned on it;
it may have dropping algorithnms applied and it may ultimately be
stored into a queue before being scheduled out to its next
destination, either onto a link or to another TCB. Wen the
treatment for a given packet nust have any of those el enents repeated
in a way that breaks the pernitted sequence {classifier, neter
action, algorithmc dropper, queue, scheduler}, this nust be nobdel ed
by cascading multiple TCBs.

The PIB represents this cascade by following the "Next" attributes of
the various elenments. They indicate what the next step in DiffServ
processing will be, whether it be a classifier, meter, action

al gorithm c dropper, queue, scheduler or a decision to now forward a
packet .

The PIB nodel s the individual elenents that make up the TCBs. The
hi gher | evel concept of a TCBis not required in the paraneterization
or in the linking together of the individual elenments, hence it is
not used in the PIBitself and is only nentioned in the text for
relating the PIB with the [ MODEL]. The actual distinguishing of
which TCB a specific elenent is a part of is not needed for the
instrunentation of a device to support the functionalities of
DiffServ, but it is useful for conceptual reasons. By not using the
TCB concept, this PIB allows any grouping of elenents to construct
TCBs, using rules indicated by the [MODEL]. This will mninze
changes to this PIBif rules in [ MODEL] change

The notion of a Data Path is used in this PIB to indicate the

Di ffServ processing a packet may experience. This Data Path is

di stingui shed based on the Role Conbination, Capability Set, and the
Direction of the flow the packet is part of. A Data Path Table Entry
indicates the first of possibly multiple elenents that will apply
DiffServ treatnent to the packet.

3. 1. PI B Overvi ew

This PIBis structured based on the need to configure the sequenti al
DiffServ treatments being applied to a packet, and the
paraneterization of these treatnents. These two aspects of the
configuration are kept separate throughout the design of the PIB, and
are fulfilled using separate tables and data definitions.

In addition, the PIB includes tables describing the capabilities and
limtations of the device using a general extensible framework.
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These tables are reported to the PDP and assist the PDP with the
configuration of functional elenents that can be realized by the
devi ce.

This capabilities and Iimtations exchange allows a single or

nmul tiple devices to support nmany different variations of a functiona
datapath el enent. Allow ng diverse nethods of providing a genera
functional datapath el ement.

In this PIB, the ingress and egress portions of a router are
configured i ndependently but in the same manner. The difference is
di stingui shed by an attribute in a table describing the start of the
data path. Each interface perforns sone or all of the follow ng

hi gh-1evel functions:

O assify each packet according to sone set of rules.

- Determ ne whether the data streamthe packet is part of is within
or outside its nmetering paraneters

- Performa set of resulting actions such as counting and narking of
the traffic with a Differentiated Services Code Point (DSCP) as
defined in [DSFI ELD] .

- Apply the appropriate drop policy, either sinple or conplex
algorithmc drop functionality.

- Enqueue the traffic for output in the appropriate queue, whose
schedul er may shape the traffic or sinply forward it with sone
mninumrate or naxi num | atency.

The PIB therefore contains the follow ng el ements:

Data Path Tabl e
This describes the starting point of DiffServ data paths within a
single DiffServ device. This class describes interface role
conbi nation and interface direction specific data paths.

Classifier Tables
A general extensible franework for specifying a group of filters.

Met er Tabl es
A general extensible franework and one exanple of a
paraneterization table - TBParamtable, applicable for Sinple
Token Bucket Meter, Average Rate Meter, Single Rate Three Col or
Meter, Two Rate Three Color Meter, and Sliding Wndow Three Col or
Met er .
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Action Tabl es
A general extensible franework and exanpl e of paraneterization
tables for Mark action. The "nultiplexer” and "null" actions
described in [ MODEL] are acconplished inplicitly by nmeans of the
Prid structures of the other elements.

Al gorithm c Dropper Tables
A general extensible franework for describing the dropper
functional datapath elenment. This includes the absol ute dropper
and ot her queue neasurenent dependent al gorithnic droppers.

Queue and Schedul er Tabl es
A general extensible franework for paraneterizing queui ng and
schedul er systens. Notice Shaper is considered as a type of
schedul er and is included here.

Capabilities Tables
A general extensible franework for defining the capabilities and
limtations of the elenents |isted above. The capability tables
allowintelligent configuration of the elenments by a PDP

4. Structure of the PIB
4.1. General Conventions

The PIB consists of PRCs that represent functional elenents in the
data path (e.g., classifiers, neters, actions), and cl asses that
specify paraneters that apply to a certain type of functional elenent
(e.g., a Token Bucket nmeter or a Mark action). Paraneters are
typically specified in a separate PRC to enabl e the use of paraneter
classes by multiple policies.

Functi onal element PRCs use the Prid TC (defined in [SPPI]) to
indicate indirection. A Prid is an object identifier that is used to
specify an instance of a PRC in another table. A Prid is used to
point to paranmeter PRC that applies to a functional elenment, such as
which filter should be used for a classifier element. A Prid is also
used to specify an instance of a functional elenment PRC that

descri bes what treatnent should be applied next for a packet in the
dat a path.

Note that the use of Prids to specify paraneter PRCs all ows the sanme
functional elenent PRC to be extended with a nunber of different

types of paranmeter PRC's. In addition, using Prids to indicate the
next functional datapath elenent allows the elenents to be ordered in
any way.
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4.2. DiffServ Data Paths

This part of the PIB provides instrumentation for connecting the

D ffServ Functional Elenents within a single DiffServ device. Please
refer to [ MODEL] for discussions on the valid sequencing and grouping
of DiffServ Functional Elenents. G ven sone basic infornmation, e.g.
the interface capability, role conbination and direction, the first

D ffServ Functional Elenent is determ ned. Subsequent DiffServ
Functional Elenments are provided by the "Next" pointer attribute of
each entry of data path tables. A description of how this "Next"
pointer is used in each table is provided in their respective
DESCRI PTI ON cl auses.

4.2.1. Data Path PRC

The Data Path PRC provides the DiffServ treatnent starting points for
all packets of this DiffServ device. Each instance of this PRC
specifies the interface capability, role conbination and direction
for the packet flow. There should be at nost two entries for each

i nstance (interface type, role conbination, interface capability),
one for ingress and one for egress. Each instance provides the first
D ffServ Functional Elenent that each packet, at a specific interface
(identified by the roles assigned to the interface) traveling in a
specific relative direction, should experience. Notice this class is
interface specific, with the use of interface type capability set and
Rol eConbi nation. To indicate explicitly that there are no DiffServ
treatnents for a particular interface type capability set, role

conbi nation and direction, an instance of the Data Path PRC can be
created with zeroDot Zero in the dsDataPathStart attribute. This
situation can also be indicated inplicitly by not supplying an
instance of a Data Path PRC for that particular interface type
capability set, role conmbination and direction. The
explicit/inplicit selection is up to the inplenentation. This nmeans
that the PEP should performnormal | P device processing when

zeroDot Zero is used in the dsDataPathStart attribute, or when the
entry does not exist. Nornal |IP device processing will depend on the
device; for exanmple, this can be forwarding the packet.

Based on inplenmentation experience of network devices where data path
functional elenments are inplenented in separate physical processors
or application specific integrated circuits, separated by swtch
fabric, it seens that nore conplex notions of data path are required
within the network device to correlate the different physically
separate data path functional elenents. For exanple, ingress
processing may have determined a specific ingress flow that gets
aggregated with other ingress flows at an egress data path functiona
element. Sone of the information deternmined at the ingress data path
functional elenent nay need to be used by the egress data path
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functional elenent. In nunmerous inplenmentations, such information
has been carried by adding it to the frame/nenory block used to carry
the flow within the network device; some inplenenters have called
such information a "preanble" or a "frame descriptor”. Different

i npl enment ati ons use different formats for such information

Initially, one may think such information has inplenentation details
within the network device that does not need to be exposed outside of
the network device. But fromPolicy Control point of view such
information will be very useful in determining network resource usage
feedback fromthe network device to the policy server. This is
acconpl i shed by using the Internal Label Marker and Filter PRCs
defined in [FR-PIB].

4.3. C(Cassifiers

The classifier and classifier element tables determine howtraffic is
sorted out. They identify separable classes of traffic, by reference
to appropriate filters, which may select anything from an individua
mcro-flow to aggregates identified by DSCP

The classification is used to send these separate streans to
appropriate Meter, Action, Al gorithm c Dropper, Queue and Schedul er
el ements. For exanple, to indicate a nulti-stage nmeter, sub-cl asses
of traffic may be sent to different neter stages: e.g., in an

i mpl enentati on of the Assured Forwardi ng (AF) PHB [ AF- PHB], AFl11
traffic mght be sent to the first nmeter, AF12 traffic nmight be sent
to the second and AF13 traffic sent to the second neter stage’s out-
of -profile action.

The concept of a classifier is the sane as described in [ MODEL]. The
structure of the classifier and classifier elenent tables, is the
sane as the classifier described in [MODEL]. dassifier elenents
have an associ ated precedence order solely for the purpose of

resol ving anbi guity between overlapping filters. A filter with

hi gher val ues of precedence are conpared first; the order of tests
for entries of the sane precedence is uninportant.

A datapath nmay consist of nore than one classifier. There nmay be an
overlap of filter specification between filters of different
classifiers. The first classifier functional datapath el enent
encountered, as determ ned by the sequencing of diffserv functiona
dat apath el enents, will be used first.

An inmportant formof classifier is "everything else": the final stage
of the classifier i.e., the one with the | owest precedence, nust be
"conpl ete" since the result of an inconplete classifier is not
necessarily determnistic - see [ MODEL] section 4.1.2.
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When a classifier PRCis instantiated at the PEP, it should al ways
have at | east one classifier element table entry, the "everything

el se" classifier element, with its filter matching all |P packets.
This "everything el se" classifier elenent should be created by the
PDP as part of the classifier setup. The PDP has full control of all
classifier PRIs instantiated at the PEP

The definition of the actual filter to be used by the classifier is
referenced via a Prid: this enables the use of any sort of filter
table that one might wish to design, standard or proprietary. No
filters are defined in this PIB. However, standard filters for IP
packets are defined in the Framework PIB [ FR-PI B].

4.3.1. dassifier PRC

Classifiers, used in various ingress and egress interfaces, are
organi zed by the instances of the Cassifier PRC. A data path entry
points to a classifier entry. A classifier entry identifies a |list
of classifier elenents. A classifier element effectively includes
the filter entry, and points to a "next" classifier entry or sone
other data path functional el enent.

4.3.2. Cdassifier El enent PRC

Classifier elenents point to the filters which identify various
classes of traffic. The separation between the "classifier elenent”
and the "filter" allows us to use nany different kinds of filters
with the same essential senmantics of "an identified set of traffic"
The traffic matching the filter corresponding to a classifier elenent
is given to the "next" data path functional elenment identified in the
classifier elenent.

An exanple of a filter that may be pointed to by a O assifier El enent
PRI is the frwklpFilter PRC, defined in [FR-PIB].

4. 4, Met ers

A nmeter, according to [ MODEL] section 5, neasures the rate at which
packets conposing a streamof traffic pass it, conpares this rate to
some set of thresholds, and produces some nunber (two or nore) of
potential results. A given packet is said to "conform to the neter
if, at the time the packet is being |ooked at, the stream appears to
be within the nmeter’s profile. PIB syntax nmakes it easiest to define
this as a sequence of one or nore cascaded pass/fail tests, nodel ed

here as if-then-el se constructs. It is inportant to understand that
this way of nodeling does not inply anything about the inplenentation
being "sequential": nulti-rate/nmulti-profile neters, e.g., those

designed to support [SRTCM, [TRTCM, or [TSWICM can still be
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nodel ed this way even if they, of necessity, share information
bet ween the stages: the stages are introduced nerely as a notationa
conveni ence in order to sinplify the PIB structure.

4.4.1. Meter PRC

The generic neter PRC is used as a base for all nore specific forns
of meter. The definition of paraneters specific to the type of neter
used is referenced via a pointer to an instance of a PRC contai ni ng
those specifics. This enables the use of any sort of specific neter
table that one m ght wish to design, standard or proprietary. One
specific neter table is defined in this PIB nodule. Oher neter
tabl es may be defined in other PIB nodul es.

4.4.2. Token-Bucket Paraneter PRC

This is included as an exanple of a common type of meter. Entries in
this class are referenced fromthe dsMeterSpecific attributes of
meter PRC instances. The paraneters are represented by a rate
dsTBPar anRat e, a burst size dsTBParanBurstSize, and an interva
dsTBparam nterval. The type of neter being paraneterized is

i ndi cated by the dsTBParanType attribute. This is used to determ ne
how the rate, burst, and rate interval paraneters are used.

Addi tional neter paraneterization classes can be defined in other

Pl Bs when necessary.

4.5. Actions

Actions include "no action", "mark the traffic with a DSCP" or
"specific action". Oher tasks such as "shape the traffic" or "drop
based on sone algorithm' are handled in other functional datapath
elenents rather than in actions. The "nultiplexer"”, "replicator"
and "null" actions described in [MODEL] are acconplished inplicitly
t hrough various conbi nations of the other el enents.

This PIB uses the Action PRC dsActionTable to organi ze one Action’s
relationship with the elenent(s) before and after it. It allows
Actions to be cascaded to enable that multiple Actions be applied to
a single traffic stream by using each entry’s dsActi onNext attribute.
The dsActionNext attribute of the last action entry in the chain
points to the next elenment in the TCB, if any, e.g., a Queueing
element. It nmay also point at a next TCB

The paraneters needed for the Action elenent will depend on the type
of Action to be taken. Hence the PIB allows for specific Action
Tables for the different Action types. This flexibility allows
additional Actions to be specified in other PIBs and also allows for
the use of proprietary Actions w thout inpact on those defined here.
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One nay consi der packet dropping as an Action element. Packet
dropping is handled by the Algorithni c Dropper datapath functional
el ement .

4.5. 1. DSCP Mark Action PRC

This Action is applied to traffic in order to mark it with a DiffServ
Codepoi nt (DSCP) val ue, specified in the dsDscpMarkAct Tabl e.

4.6. Queueing El enments

These include Algorithnm c Droppers, Queues and Schedul ers, which are
all inter-related in their use of queueing techniques.

4.6.1. Algorithm c Dropper PRC

Al gorithm c Droppers are represented in this PIB by instances of the
Algorithm c Dropper PRC. An Algorithmc Dropper is assuned to
operate indiscrimnately on all packets that are presented at its
input; all traffic separation should be done by classifiers and
nmeters preceding it.

Al gorithm c Dropper includes many types of droppers, fromthe sinple
al ways dropper to the nore conpl ex random dropper. This is indicated
by the dsAl gDropType attri bute.

Al gorithmic Droppers have a close relationship with queuing; each

Al gorithm c Dropper Table entry contains a dsAl gDropQveasure
attribute, indicating which queue’s state affects the cal cul ati on of
the Algorithm c Dropper. Each entry also contains a dsAl gDr opNext
attribute that indicates to which queue the Al gorithnic Dropper sinks
its traffic.

Al gorithm c Droppers may al so contain a pointer to a specific detail
of the drop algorithm dsAl gDropSpecific. This PIB defines the
detail for three drop algorithns: Tail Drop, Head Drop, and Random
Drop; other algorithms are outside the scope of this PIB nodul e, but
the general framework is intended to allow for their inclusion via
ot her PI B nodul es.

One general ly-applicable paranmeter of a dropper is the specification
of a queue-depth threshold at which sone drop action is to start.
This is represented in this PIB, as a base attribute,

dsAl gDr opQThreshol d, of the Al gorithnic Dropper entry. The
attribute, dsAl gbhropQweasure, specifies which queue’s depth

dsAl gDropQThreshold is to be conpared agai nst.
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0 An Always Dropper drops every packet presented to it. This type
of dropper does not require any other paraneter.

o A Tail Dropper requires the specification of a maxi num queue depth
threshol d: when the queue pointed at by dsAl gDropQVeasure reaches
that depth threshold, dsAl gDropQrhreshold, any new traffic
arriving at the dropper is discarded. This algorithmuses only
paraneters that are part of the dsAl gDropEntry.

0 A Head Dropper requires the specification of a maxi num queue depth
threshol d: when the queue pointed at by dsAl gDropQWeasure reaches
that depth threshold, dsAl gDropQrhreshold, traffic currently at
the head of the queue is discarded. This algorithmuses only
paraneters that are part of the dsAl gDropEntry.

o Random Droppers are reconmended as a way to control congestion, in
[ QUEUEMGMI] and called for in the [AF-PHB]. Various
i npl enent ati ons exist, that agree on nmarking or dropping just
enough traffic to conmunicate with TCP-1i ke protocol s about
congestion avoi dance, but differ markedly on their specific
paraneters. This PIB attenpts to offer a mininal set of controls
for any random dropper, but expects that vendors will augment the
PRC with additional controls and status in accordance with their
i mpl enentation. This algorithmrequires additional paraneters on
top of those in dsAl gDropEntry; these are discussed bel ow.

A Dropper Type of other is provided for the inplenentation of dropper
types not defined here. Wen the Dropper Type is other, its full
specification will need to be provided by another PRC referenced by
dsAl gDropSpecific. A Dropper Type of Miltiple Queue Random Dropper
is al so provided; please reference section 5.5.3 of this docunent for
nore details.

4.6.2. Random Dropper PRC

One exanpl e of a random dropper is a RED-li ke dropper. An exanple of
the representation chosen in this PIB for this elenent is shown in
Fi gure 1.

Random dr oppers often have their drop probability function described
as a plot of drop probability (P) against averaged queue length (Q.
(Qrin, Pmn) then defines the start of the characteristic plot.
Nornmal Iy Pmi n=0, neaning that with average queue | ength bel ow Qi n,
there will be no drops. (Qrax, Pmax) defines a "knee" on the plot,
after which point the drop probability becone nore progressive
(greater slope). (Qlip, 1) defines the queue I ength at which all
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packets will be dropped. Notice this is different fromTail Drop
because this uses an averaged queue length. Although it is possible

for Qlip = Qrax.

In the PIB nodul e, dsRandonDr opM nThreshBytes and

dsRandonDr opM nThreshPkts represent Qrin. dsRandonDr opMaxThr eshByt es
and dsRandonDr opMaxThr eshPkts represent Qrax. dsAl gDropQrhreshol d
represents lip. dsRandonDropProbMax represents Pmax. This PIB
does not represent Pnin (assunmed to be zero unless otherw se
represented).

In addition, since nmessage nenory is finite, queues generally have
sonme upper bound above which they are incapable of storing additional
traffic. Normally this nunber is equal to Qlip, specified by

dsAl gDr opQThr eshol d.

Each random dropper specification is associated with a queue. This
allows nultiple drop processes (of sanme or different types) to be
associated with the sane queue, as different PHB i npl enentati ons nay
require. This also allows for sequences of nultiple droppers if

necessary.
S + Fomm - +
| Al gDr op | | Queue |
--->] Next  --------- S L LT > Next -+-->

| Qweasure ------- +- + | ... |
| Qrhreshold | Feommem-- +
| Type=randonDrop | L +
| Specific ------- +- - >| RandonDr op |
R R + | MnThreshBytes |

| MaxThreshBytes |

| ProbMax |

| Weight |

| SanplingRate |

S +

Figure 1: Exanple Use of the RandonDropTabl e for Random Droppers

The cal cul ati on of a snpothed queue length may al so have an i nportant
bearing on the behavior of the dropper: paraneters may include the
sampling interval or rate, and the weight of each sanple. The
perfornmance may be very sensitive to the values of these paraneters
and a wi de range of possible values may be required due to a wide
range of link speeds. Mst algorithns include a sanple weight,
represented here by dsRandonDr opWei ght. The availability of
dsRandonDr opSanpl i ngRate as readable is inportant; the information
provided by the Sanpling Rate is essential to the configuration of
dsRandonDr opWei ght. Having the Sanpling Rate be configurable is al so
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hel pful, because as |ine speed increases, the ability to have queue
sanpling be I ess frequent than packet arrival is needed. Note
however that there is ongoing research on this topic, see e.g.

[ ACTQVGMI] and [ AQVROUTER] .

Addi tional paraneters nay be added in an enterprise PIB nodule, e.g.
by usi ng AUGMENTS on this class, to handl e aspects of random drop
algorithms that are not standardi zed here

NOTE: Deterministic Droppers can be viewed as a special case of
Random Droppers with the drop probability restricted to 0 and 1
Hence Deterministic Droppers night be described by a Random Dr opper
with Pnin = 0, Pmax = 1, Qrin = Qrax = lip, the averaged queue

| ength at which droppi ng occurs.

4.6.3. Queues and Schedul ers

The Queue PRC nodel s sinple FI FO queues, as described in [ MODEL]
section 7.1.1. The Scheduler PRC allows flexibility in constructing
both sinple and sonewhat nore conpl ex queuei ng hi erarchies fromthose
gqueues. O course, since TCBs can be cascaded multiple tines on an
interface, even nore conpl ex hierarchies can be constructed that way
al so.

Queue PRC instances are pointed at by the "next" attributes of the
upstream el enents e.g., dsMeterSucceedNext. Note that multiple
upstream el enents nmay direct their traffic to the sane Queue PRI

For exanple, the Assured Forwardi ng PHB suggests that all traffic

mar ked AF11, AF12, or AF13 be placed in the sane queue after

metering, without reordering. This would be represented by having

t he dsMet er SucceedNext of each upstream neter point at the sane Queue
PRI .

NOTE: CQueue and Scheduler PRIs are for data path description; they
bot h use Schedul er Paraneterization Table entries for diffserv
treatment paraneterization.

A Queue Table entry specifies the scheduler it wants service from by
use of its Next pointer.

Each Schedul er Table entry represents the algorithmin use for
servicing the one or nore queues that feed it. [MODEL] section 7.1.2
describes a scheduler with nultiple inputs: this is represented in
the PIB by having the scheduling paraneters be associated with each
input. In this way, sets of Queues can be grouped together as inputs
to the same Scheduler. This class serves to represent the exanple
schedul er described in the [ MODEL]: other nore conplex
representations mght be created outside of this PIB
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Bot h the Queue PRC and the Schedul er PRC use instances of the
Schedul er Paraneterization PRC to specify diffserv treatnent
paraneterization. Schedul er Paraneter PRC instances are used to
paraneterize each input that feeds into a scheduler. The inputs can
be a mxture of Queue PRI’'s and Scheduler PRI’s. Schedul er Paraneter
PRI's can be used/reused by one or nore Queue and/or Schedul er Tabl e
entries.

For representing a Strict Priority schedul er, each scheduler input is
assigned a priority with respect to all the other inputs feeding the
same scheduler, with default values for the other paraneters. A

hi gher-priority input which contains traffic that is not being

del ayed for shaping will be serviced before a lower-priority input.

For Wi ghted S