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Abst r act

Thi s docunent specifies a protocol which allows nodes to renain
reachabl e while nmoving around in the I1Pv6 Internet. Each nobile node
is always identified by its hone address, regardless of its current
point of attachnent to the Internet. Wile situated away fromits
home, a nobile node is also associated with a care-of address, which
provides informati on about the nobile node’s current |ocation. |Pv6
packets addressed to a nobile node’s hone address are transparently
routed to its care-of address. The protocol enables |IPv6 nodes to
cache the binding of a nobile node’'s hone address with its care-of
address, and to then send any packets destined for the nobile node
directly to it at this care-of address. To support this operation
Mobile | Pv6 defines a new | Pv6 protocol and a new destination option.
Al'l 1 Pv6 nodes, whether nobile or stationary, can comunicate with
nmobi | e nodes.
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1. Introduction

Thi s docunent specifies a protocol which allows nodes to renain
reachabl e while nmoving around in the I1Pv6 Internet. Wthout specific
support for nobility in IPv6 [11], packets destined to a nobile node
woul d not be able to reach it while the nobile node is away fromits
hone Iink. In order to continue comunication in spite of its
nmovenent, a nobil e node could change its I P address each tinme it
moves to a new |link, but the nobile node would then not be able to
mai ntain transport and hi gher-1layer connections when it changes

|l ocation. Mobility support in IPv6 is particularly inportant, as
nmobi | e conputers are likely to account for a nmajority or at |least a
substantial fraction of the population of the Internet during the
lifetime of |Pv6.

The protocol defined in this docunment, known as Mdbile I Pv6, allows a
nobi |l e node to nove fromone |ink to another w thout changi ng the
nmobi | e node’ s "hone address". Packets nay be routed to the nobile
node using this address regardl ess of the nobile node's current point
of attachnent to the Internet. The nobile node may al so continue to
communi cate with other nodes (stationary or nmobile) after nmoving to a
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new |l i nk. The novenent of a nobile node away fromits hone link is
thus transparent to transport and higher-1layer protocols and
applications.

The Mobile I Pv6 protocol is just as suitable for nobility across
honbgeneous nedia as for nobility across heterogeneous nedia. For
exanpl e, Mbile |Pv6 facilitates node novenent from one Ethernet
segrment to another as well as it facilitates node novenent from an
Et hernet segnent to a wireless LAN cell, with the nobile node’'s IP
address remmi ni ng unchanged in spite of such novenent.

One can think of the Mbile IPv6 protocol as solving the network-
| ayer nobility nanagenment problem Sone nobility nmanagenent

applications -- for exanple, handover anmpong wirel ess transceivers,
each of which covers only a very snall geographic area -- have been
sol ved using link-1ayer techniques. For exanple, in many current

wi rel ess LAN products, link-layer nobility mechanisns allow a

"handover" of a nobile node fromone cell to another, re-establishing
link-layer connectivity to the node in each new | ocation

Mobil e | Pv6 does not attenpt to solve all general problens related to

the use of nobile conmputers or wireless networks. In particular,

this protocol does not attenpt to solve

o Handling Iinks with unidirectional connectivity or partia
reachability, such as the hidden terninal problemwhere a host is
hi dden fromonly sone of the routers on the link

0 Access control on a link being visited by a nobil e node.

0 Local or hierarchical forns of nobility nanagenment (sinmilar to
many current link-layer nobility managenent sol utions).

0 Assistance for adaptive applications.
o Mbbile routers.
0 Service Discovery.

o Distinguishing between packets |lost due to bit errors vs. network
congesti on.

2. Conparison with Mobile IP for |Pv4
The design of Mbile IP support in |Pv6 (Mbile IPv6) benefits both
fromthe experiences gained fromthe devel opment of Mbile I P support

in |IPvd (Mobile I Pv4) [22, 23, 24], and fromthe opportunities
provided by IPv6. Mobile IPv6 thus shares many features with Mbile
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I Pv4, but is integrated into I Pv6 and of fers nany other inprovenents.
This section sumari zes the nmajor differences between Mbile |IPv4 and
Mobi l e | Pv6:

o There is no need to deploy special routers as "foreign agents", as
in Mobile IPv4. NMbbile I Pv6 operates in any |ocation w thout any
speci al support required fromthe local router

0 Support for route optinization is a fundanental part of the
protocol, rather than a nonstandard set of extensions.

o Mbobile IPv6 route optinization can operate securely even w thout
pre-arranged security associations. It is expected that route
optinization can be depl oyed on a global scale between all nobile
nodes and correspondent nodes.

0 Support is also integrated into Mbile IPv6 for allow ng route
optimization to coexist efficiently with routers that perform
"ingress filtering" [26].

o The I Pv6 Neighbor Unreachability Detection assures symretric
reachability between the nobile node and its default router in the
current |ocation

0 Mbst packets sent to a nobile node while away from hone in Mbile
| Pv6 are sent using an | Pv6 routing header rather than IP
encapsul ati on, reducing the anmount of resulting overhead conpared
to Mbile | Pv4.

o Mobile IPv6 is decoupled fromany particular link layer, as it
uses | Pv6 Nei ghbor Discovery [12] instead of ARP. This also
i nproves the robustness of the protocol

o The use of IPv6 encapsul ation (and the routing header) renoves the
need in Mbile IPv6 to manage "tunnel soft state”

0 The dynami ¢ hone agent address di scovery nmechanismin Mbile | Pv6
returns a single reply to the nobile node. The directed broadcast
approach used in I Pv4 returns separate replies fromeach hone
agent .

3. Term nol ogy
The keywords "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119 [2].

Johnson, et al. Standard Track [ Page 7]



RFC 3775 Mobi lity Support in |Pve June 2004

3.1. General Terns
I P
Internet Protocol Version 6 (IPv6).
node
A device that inplements IP
rout er

A node that forwards | P packets not explicitly addressed to
itself.

uni cast routabl e address
An identifier for a single interface such that a packet sent to it
from another | Pv6 subnet is delivered to the interface identified
by that address. Accordingly, a unicast routable address nust
have either a global or site-local scope (but not |ink-Iocal).
host
Any node that is not a router
link
A communi cation facility or medi um over which nodes can
conmmuni cate at the link layer, such as an Ethernet (sinple or
bridged). A link is the layer imediately below I P
interface
A node’s attachnment to a |ink.

subnet prefix

A bit string that consists of sone nunber of initial bits of an IP
addr ess.

interface identifier
A nunber used to identify a node’'s interface on a link. The

interface identifier is the remaining |loworder bits in the node’s
| P address after the subnet prefix.
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Iink-1ayer address

A link-layer identifier for an interface, such as | EEE 802
addresses on Ethernet |inks.

packet
An | P header plus payl oad.
security association

An | Psec security association is a cooperative relationship forned
by the sharing of cryptographic keying nmaterial and associ ated
context. Security associations are sinplex. That is, two
security associations are needed to protect bidirectional traffic
bet ween two nodes, one for each direction.

security policy database

A dat abase that specifies what security services are to be offered
to I P packets and in what fashion

destination option

Destination options are carried by the I Pv6 Destination Options
ext ensi on header. Destination options include optiona

i nformati on that need be exanined only by the | Pv6 node given as
the destination address in the | Pv6 header, not by routers in
between. Mbile |Pv6 defines one new destination option, the Hone
Addr ess destination option (see Section 6.3).

routi ng header

A routing header may be present as an | Pv6 header extension, and
i ndi cates that the payload has to be delivered to a destination
| Pv6 address in sone way that is different fromwhat woul d be
carried out by standard Internet routing. In this docunent, use
of the term"routing header" typically refers to use of a type 2
routi ng header, as specified in Section 6.4.

"|" (concatenation)
Some formulas in this specification use the synbol "|" to indicate
byt ewi se concatenation, as in A| B. This concatenation requires

that all of the octets of the datum A appear first in the result,
followed by all of the octets of the datum B.

Johnson, et al. Standard Track [ Page 9]



RFC 3775 Mobi lity Support in |Pve June 2004

First (size, input)
Some forrmulas in this specification use a functional form"First
(size, input)" to indicate truncation of the "input" data so that
only the first "size" bits remain to be used.

3.2. Mbile I Pv6 Terms

horme address
A uni cast routabl e address assigned to a nobile node, used as the
per manent address of the nobile node. This address is within the
nmobi |l e node’s honme link. Standard |P routing nechanisns will
del i ver packets destined for a nobile node’'s honme address to its
hone Iink. Mbbile nodes can have multiple hone addresses, for
i nstance when there are multiple honme prefixes on the honme |ink

hone subnet prefix

The | P subnet prefix corresponding to a nobile node’'s home
addr ess.

hone |ink
The Iink on which a nobile node’s hone subnet prefix is defined.
nmobi | e node

A node that can change its point of attachment fromone link to
another, while still being reachable via its hone address.

novenent
A change in a nobile node’s point of attachment to the Internet
such that it is no |longer connected to the same link as it was
previously. |If a nobile node is not currently attached to its
hone Iink, the nobile node is said to be "away from hone".

L2 handover
A process by which the nobile node changes from one |ink-Iayer

connection to another. For exanple, a change of wirel ess access
point is an L2 handover
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L3 handover

Subsequent to an L2 handover, a nobile node detects a change in an
on-link subnet prefix that would require a change in the primary
care-of address. For exanple, a change of access router
subsequent to a change of w rel ess access point typically results
in an L3 handover.

correspondent node

A peer node with which a nobile node is conmunicating. The
correspondent node may be either nobile or stationary.

foreign subnet prefix

Any | P subnet prefix other than the nobil e node’ s home subnet
prefix.

foreign link
Any link other than the nobile node’s hone |ink
care-of address

A uni cast routabl e address associated with a nobile node while
visiting a foreign link; the subnet prefix of this |IP address is a
foreign subnet prefix. Anong the nultiple care-of addresses that
a mobil e node may have at any given tine (e.g., with different
subnet prefixes), the one registered with the nobile node’ s home
agent for a given hone address is called its "primary" care-of

addr ess.

hone agent

A router on a nobile node’s home link with which the nobile node
has registered its current care-of address. Wile the nobile node
is away from hone, the hone agent intercepts packets on the hone
link destined to the nobile node’'s hone address, encapsul ates
them and tunnels themto the nobile node's regi stered care- of
addr ess.

bi ndi ng
The associ ation of the hone address of a npbile node with a care-

of address for that nobile node, along with the remaining lifetine
of that association.
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regi stration
The process during which a nobile node sends a Binding Update to

its home agent or a correspondent node, causing a binding for the
nmobi | e node to be registered.

nmobi l ity nmessage
A nmessage containing a Mbility Header (see Section 6.1).
bi ndi ng aut hori zation

Correspondent registration needs to be authorized to allow the
reci pient to believe that the sender has the right to specify a
new bi ndi ng.

return routability procedure

The return routability procedure authorizes registrations by the
use of a cryptographic token exchange.

correspondent registration

A return routability procedure followed by a registration, run
bet ween the nobil e node and a correspondent node.

hone registration

A registration between the nobile node and its hone agent,
aut hori zed by the use of |Psec.

nonce

Nonces are random nunbers used internally by the correspondent
node in the creation of keygen tokens related to the return
routability procedure. The nonces are not specific to a nobile
node, and are kept secret within the correspondent node.

nonce i ndex

A nonce index is used to indicate which nonces have been used when
creating keygen token val ues, wi thout revealing the nonces
t hensel ves
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cooki e

A cookie is a random nunber used by a nobile node to prevent
spoofing by a bogus correspondent node in the return routability
pr ocedur e.

care-of init cookie

A cookie sent to the correspondent node in the Care-of Test Init
nmessage, to be returned in the Care-of Test nessage.

honme init cookie

A cookie sent to the correspondent node in the Honme Test Init
nmessage, to be returned in the Honme Test nessage.

keygen token

A keygen token is a nunber supplied by a correspondent node in the
return routability procedure to enable the nobile node to conpute
t he necessary bindi ng managenment key for authorizing a Binding
Updat e.

car e-of keygen token

A keygen token sent by the correspondent node in the Care-of Test
nessage

hone keygen token

A keygen token sent by the correspondent node in the Hone Test
nessage

bi ndi ng managenent key (Kbm

A bi ndi ng managenent key (Kbm) is a key used for authorizing a

bi ndi ng cache nmanagenent nessage (e.g., Binding Update or Binding
Acknowl edgenent). Return routability provides a way to create a
bi ndi ng managenent key.

4. Overview of Mbile |IPv6

4.1. Basic Qperation
A nobil e node is always expected to be addressable at its hone
address, whether it is currently attached to its hone Iink or is away

fromhome. The "hone address” is an | P address assigned to the
nobil e node within its hone subnet prefix on its hone link. Wile a

Johnson, et al. Standard Track [ Page 13]



RFC 3775 Mobi lity Support in |Pve June 2004

nmobi |l e node is at hone, packets addressed to its hone address are
routed to the nobile node’s home |ink, using conventional Internet
routi ng nmechani sms.

VWhile a nobile node is attached to sone foreign |ink away from hone,
it is also addressable at one or nore care-of addresses. A care-of
address is an | P address associated with a nobil e node that has the
subnet prefix of a particular foreign |ink. The nobile node can
acquire its care-of address through conventional |Pv6 nechani sns,
such as stateless or stateful auto-configuration. As long as the
nmobi | e node stays in this |ocation, packets addressed to this care-of
address will be routed to the nobile node. The nobile node may al so
accept packets from several care-of addresses, such as when it is
noving but still reachable at the previous |ink

The associ ati on between a nobil e node’s hone address and care- of
address is known as a "binding" for the nobile node. Wile away from
hone, a nobile node registers its prinmary care-of address with a
router on its home link, requesting this router to function as the
"honme agent" for the nobile node. The nobile node performs this

bi ndi ng registration by sending a "Bindi ng Update" nmessage to the
hone agent. The honme agent replies to the nobile node by returning a
"Bi ndi ng Acknow edgenent” message. The operation of the nobile node
is specified in Section 11, and the operation of the hone agent is
specified in Section 10.

Any node communi cating with a nobile node is referred to in this
docunent as a "correspondent node" of the nobile node, and may itself
be either a stationary node or a nobile node. Modbile nodes can
provide informati on about their current |location to correspondent
nodes. This happens through the correspondent registration. As a
part of this procedure, a return routability test is performed in
order to authorize the establishnment of the binding. The operation
of the correspondent node is specified in Section 9.

There are two possi bl e nodes for conmuni cati ons between the nobile
node and a correspondent node. The first node, bidirectiona
tunneling, does not require Mbile | Pv6 support fromthe
correspondent node and is available even if the nobile node has not
registered its current binding with the correspondent node. Packets
fromthe correspondent node are routed to the honme agent and then
tunneled to the nobile node. Packets to the correspondent node are
tunnel ed fromthe nobile node to the hone agent ("reverse tunnel ed")
and then routed normally fromthe home network to the correspondent
node. In this node, the home agent uses proxy Nei ghbor Discovery to
i ntercept any | Pv6 packets addressed to the nobile node’s home
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address (or hone addresses) on the hone link. Each intercepted
packet is tunneled to the nobile node's primary care-of address.
This tunneling is perforned using | Pv6 encapsul ation [15].

The second node, "route optim zation", requires the nobile node to
register its current binding at the correspondent node. Packets from
the correspondent node can be routed directly to the care-of address
of the nobile node. Wen sending a packet to any | Pv6 destination

t he correspondent node checks its cached bindings for an entry for

t he packet’s destination address. |If a cached binding for this
destination address is found, the node uses a new type of |Pv6
routi ng header [11] (see Section 6.4) to route the packet to the
nobi | e node by way of the care-of address indicated in this binding.

Routing packets directly to the nobile node’s care-of address allows
the shortest comunications path to be used. It also eliminates
congestion at the nobile node’s hone agent and home link. In
addition, the inpact of any possible failure of the honme agent or
networks on the path to or fromit is reduced.

When routing packets directly to the nobile node, the correspondent
node sets the Destination Address in the | Pv6 header to the care-of
address of the nobile node. A new type of IPv6 routing header (see
Section 6.4) is also added to the packet to carry the desired hone
address. Sinilarly, the nobile node sets the Source Address in the
packet’s | Pv6 header to its current care-of addresses. The nobile
node adds a new | Pv6 "Hone Address" destination option (see Section
6.3) to carry its honme address. The inclusion of honme addresses in
t hese packets nmakes the use of the care-of address transparent above
the network layer (e.g., at the transport |ayer).

Mobil e | Pv6 al so provides support for multiple honme agents, and a
limted support for the reconfiguration of the hone network. In

t hese cases, the nobile node may not know the I P address of its own
hone agent, and even the hone subnet prefixes may change over tine.

A nechani sm known as "dynani c hone agent address discovery" allows a
nmobi | e node to dynanically discover the | P address of a hone agent on
its honme link, even when the nobile node is away from hone. Mbbile
nodes can al so | earn new i nformati on about home subnet prefixes
through the "nmobile prefix discovery" nmechanism These nechani sns
are described starting from Section 6.5.

4.2. New | Pv6 Protocol
Mobile | Pv6 defines a new | Pv6 protocol, using the Mbility Header

(see Section 6.1). This Header is used to carry the follow ng
nessages:
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Hone Test Init
Honme Test

Care-of Test Init
Car e- of Test

These four nessages are used to performthe return routability
procedure fromthe nobile node to a correspondent node. This
ensures authorization of subsequent Bi ndi ng Updates, as descri bed
in Section 5.2.5.

Bi ndi ng Updat e

A Binding Update is used by a nobile node to notify a
correspondent node or the nobile node’s honme agent of its current
bi nding. The Binding Update sent to the nobile node’s hone agent
to register its prinmary care-of address is nmarked as a "hone
registration".

Bi ndi ng Acknow edgenent

A Bi ndi ng Acknow edgenent is used to acknow edge recei pt of a

Bi ndi ng Update, if an acknow edgenment was requested in the Binding
Update, the binding update was sent to a hone agent, or an error
occurr ed.

Bi ndi ng Refresh Request

A Bindi ng Refresh Request is used by a correspondent node to
request a nmobile node to re-establish its binding with the
correspondent node. This nmessage is typically used when the
cached binding is in active use but the binding’'s lifetine is
close to expiration. The correspondent node may use, for

i nstance, recent traffic and open transport |ayer connections as
an indication of active use.

Bi nding Error
The Binding Error is used by the correspondent node to signal an

error related to nobility, such as an inappropriate attenpt to use
the Hone Address destination option w thout an existing binding.
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4. 3.

4.4,

4.5.

Joh

New | Pv6 Destination Option

Mobile | Pv6 defines a new | Pv6 destination option, the Hone Address
destination option. This option is described in detail in Section
6. 3.

New | Pv6 | CMP Messages

Mobile I Pv6 al so i ntroduces four new | CMP nessage types, two for use
in the dynani c honme agent address di scovery nechanism and two for
renunberi ng and nobil e configuration mechani sms. As described in
Section 10.5 and Section 11.4.1, the followi ng two new | CMP nessage
types are used for hone agent address di scovery:

0 Home Agent Address Di scovery Request, described in Section 6.5.
0 Home Agent Address Discovery Reply, described in Section 6.6.
The next two nessage types are used for network renunbering and
address configuration on the nobile node, as described in Section
10. 6:

o Mobile Prefix Solicitation, described in Section 6.7.

o Mbile Prefix Advertisenent, described in Section 6.8.

Conceptual Data Structure Term nol ogy

Thi s docunent describes the Mbile IPv6 protocol in terns of the
foll owi ng conceptual data structures

Bi ndi ng Cache

A cache of bindings for other nodes. This cache is maintained by
hone agents and correspondent nodes. The cache contains both
"correspondent registration" entries (see Section 9.1) and "hone
registration" entries (see Section 10.1).

Bi ndi ng Update Li st

This list is maintained by each nobile node. The list has an item
for every binding that the nobile node has or is trying to
establish with a specific other node. Both correspondent and hone
registrations are included in this list. Entries fromthe |ist
are deleted as the lifetime of the binding expires. See Sectio