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Status of this Meno

This docunent specifies an Internet standards track protocol for the
Internet conmmunity, and requests discussion and suggestions for

i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zati on state
and status of this protocol. Distribution of this neno is unlimted.

Abst r act

This meno docunents version 2 of the OSPF protocol. OSPF is a |ink-
state routing protocol. It is designed to be run internal to a

si ngl e Aut ononous System Each OSPF router nmaintains an identical
dat abase descri bing the Autononbus Systemis topology. Fromthis
dat abase, a routing table is cal culated by constructing a shortest-
path tree.

OSPF recal cul ates routes quickly in the face of topol ogi cal changes,
utilizing a mnimmof routing protocol traffic. OSPF provides
support for equal-cost nultipath. An area routing capability is
provi ded, enabling an additional |evel of routing protection and a
reduction in routing protocol traffic. |In addition, all OSPF routing
protocol exchanges are authenti cated.

The differences between this neno and RFC 1583 are explained in
Appendix G Al differences are backward-conpatible in nature.

| mpl enentations of this neno and of RFC 1583 will interoperate.
Pl ease send comments to ospf @ated. cornell. edu.
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I nt roducti on

This docunent is a specification of the Open Shortest Path First
(OSPF) TCP/IP internet routing protocol. OSPF is classified as an
Interior Gateway Protocol (1GP). This neans that it distributes
routing information between routers belonging to a single Autononmous
System The OSPF protocol is based on link-state or SPF technol ogy.
This is a departure fromthe Bell man- Ford base used by traditiona
TCP/ 1P internet routing protocols.

The OSPF protocol was devel oped by the OSPF working group of the

I nternet Engineering Task Force. It has been designed expressly for
the TCP/IP internet environnent, including explicit support for CIDR
and the taggi ng of externally-derived routing information. OSPF al so
provi des for the authentication of routing updates, and utilizes IP
mul ti cast when sendi ng/receiving the updates. |In addition, nmuch work
has been done to produce a protocol that responds quickly to topol ogy
changes, yet involves small anmounts of routing protocol traffic.

1. Protocol overview

OSPF routes | P packets based solely on the destination | P address

found in the | P packet header. |P packets are routed "as is" -- they
are not encapsulated in any further protocol headers as they transit
t he Aut ononous System OSPF is a dynamic routing protocol. It

qui ckly detects topological changes in the AS (such as router
interface failures) and cal cul ates new |l oop-free routes after a
period of convergence. This period of convergence is short and
i nvol ves a mininumof routing traffic.

In a link-state routing protocol, each router maintains a database
descri bi ng the Autononous Systenis topology. This database is
referred to as the link-state database. Each participating router has
an identical database. Each individual piece of this database is a
particular router’s local state (e.g., the router’s usable interfaces
and reachabl e neighbors). The router distributes its local state

t hr oughout the Aut ononobus System by fl oodi ng.
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Al'l routers run the exact sane algorithm in parallel. Fromthe

i nk-state database, each router constructs a tree of shortest paths
with itself as root. This shortest-path tree gives the route to each
destination in the Autononobus System Externally derived routing

i nformati on appears on the tree as | eaves.

When several equal -cost routes to a destination exist, traffic is
distributed equally anong them The cost of a route is described by
a single dinmensionless netric.

OSPF al | ows sets of networks to be grouped together. Such a grouping
is called an area. The topology of an area is hidden fromthe rest
of the Autononous System This information hiding enables a
significant reduction in routing traffic. Also, routing within the
area is deternmined only by the area’s own topol ogy, lending the area
protection frombad routing data. An area is a generalization of an
| P subnetted network.

OSPF enabl es the flexible configuration of |IP subnets. Each route
di stributed by OSPF has a destination and mask. Two different
subnets of the same | P network number nmay have different sizes (i.e.
different masks). This is commonly referred to as variable length
subnetting. A packet is routed to the best (i.e., |longest or nost
specific) match. Host routes are considered to be subnets whose
masks are "all ones" (Oxffffffff).

Al'l OSPF protocol exchanges are authenticated. This neans that only
trusted routers can participate in the Autononobus System s routing.
A variety of authentication schenes can be used; in fact, separate
aut henti cati on schenes can be configured for each | P subnet.

External ly derived routing data (e.g., routes learned froman
Exterior Gateway Protocol such as BGP, see [Ref23]) is advertised

t hroughout the Aut onomobus System This externally derived data is
kept separate fromthe OSPF protocol’s link state data. Each
external route can also be tagged by the advertising router, enabling
t he passing of additional information between routers on the boundary
of the Autononous System

1.2. Definitions of conmonly used terns
This section provides definitions for terns that have a specific
meani ng to the OSPF protocol and that are used throughout the text.

The reader unfamiliar with the Internet Protocol Suite is referred to
[Ref13] for an introduction to IP
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Rout er
A level three Internet Protocol packet switch. Fornerly called a
gateway in much of the IP literature.

Aut ononous Syst em
A group of routers exchanging routing information via a conmon
routing protocol. Abbreviated as AS.

Interior Gateway Protoco
The routing protocol spoken by the routers belonging to an
Aut ononpbus system Abbreviated as | GP. Each Autononpbus System has
a single |GP. Separate Autononobus Systens nay be running
different |GPs.

Router ID
A 32-bit nunber assigned to each router running the OSPF protocol
This nunber uniquely identifies the router within an Autononous
System

Net wor k
In this neno, an | P network/subnet/supernet. It is possible for
one physical network to be assigned multiple I P network/subnet
nunbers. W consider these to be separate networks. Point-to-
poi nt physical networks are an exception - they are considered a
single network no matter how many (if any at all) IP
net wor k/ subnet nunbers are assigned to them

Net wor k mask
A 32-bit nunber indicating the range of |IP addresses residing on a
single I P network/subnet/supernet. This specification displays
networ k masks as hexadeci mal nunbers. For exanple, the network
mask for a class CIP network is displayed as Oxffffff00. Such a
mask is often displayed el sewhere in the literature as
255, 255, 255. 0.

Poi nt -t 0- poi nt networks

A network that joins a single pair of routers. A 56Kb serial line
is an exanple of a point-to-point network.
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Br oadcast networ ks

Net wor ks supporting many (nore than two) attached routers,
together with the capability to address a single physical nessage
to all of the attached routers (broadcast). Neighboring routers
are di scovered dynami cally on these nets using OSPF' s Hell o
Protocol. The Hello Protocol itself takes advantage of the
broadcast capability. The OSPF protocol nakes further use of

mul ticast capabilities, if they exist. Each pair of routers on a
broadcast network is assuned to be able to comunicate directly.
An ethernet is an exanple of a broadcast network

Non- br oadcast net wor ks

Net wor ks supporting many (nore than two) routers, but having no
broadcast capability. Neighboring routers are naintained on these
nets using OSPF' s Hell o Protocol. However, due to the |ack of
broadcast capability, some configuration informtion nmay be
necessary to aid in the discovery of neighbors. On non-broadcast
net wor ks, OSPF protocol packets that are nornally nulticast need
to be sent to each neighboring router, in turn. An X 25 Public
Data Network (PDN) is an exanple of a non-broadcast network.

OSPF runs in one of two npdes over non-broadcast networks. The
first node, called non-broadcast nulti-access or NBMA, sinul ates
the operation of OSPF on a broadcast network. The second node
called Point-to-MiultiPoint, treats the non-broadcast network as a
collection of point-to-point links. Non-broadcast networks are
referred to as NBVA networks or Point-to-MiltiPoint networks,
dependi ng on OSPF' s node of operation over the network

Interface

&

Adj

The connection between a router and one of its attached networks.
An interface has state informati on associated with it, which is
obtained fromthe underlying | ower |evel protocols and the routing
protocol itself. An interface to a network has associated with it
a single I P address and mask (unless the network i s an unnunbered
point-to-point network). An interface is sonetines also referred
to as a link.

i ghboring routers

Two routers that have interfaces to a conmon network. Nei ghbor
rel ati onshi ps are mai ntai ned by, and usually dynam cally
di scovered by, OSPF' s Hello Protocol

acency

A relationship formed between sel ected nei ghboring routers for the
pur pose of exchanging routing information. Not every pair of

nei ghboring routers beconme adjacent.
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Li nk state advertisenent
Unit of data describing the local state of a router or network.
For a router, this includes the state of the router’s interfaces
and adj acencies. Each link state advertisenent is fl ooded
t hroughout the routing domain. The collected link state
advertisenents of all routers and networks forns the protocol’s
link state database. Throughout this neno, link state
advertisenent is abbreviated as LSA.

Hel I o Protoco
The part of the OSPF protocol used to establish and maintain
nei ghbor relationships. On broadcast networks the Hell o Protoco
can al so dynanical ly di scover nei ghboring routers.

FI oodi ng
The part of the OSPF protocol that distributes and synchronizes
the |ink-state database between OSPF routers.

Desi gnat ed Rout er
Each broadcast and NBMA network that has at [east two attached
routers has a Designated Router. The Designated Router generates
an LSA for the network and has ot her special responsibilities in
the running of the protocol. The Designated Router is elected by
the Hell o Protocol

The Desi gnated Router concept enables a reduction in the nunber of
adj acenci es required on a broadcast or NBMA network. This in turn
reduces the amount of routing protocol traffic and the size of the
i nk-state database.

Lower -1 evel protocols
The underlying network access protocols that provide services to
the Internet Protocol and in turn the OSPF protocol. Exanples of
these are the X 25 packet and frame levels for X. 25 PDNs, and the
ethernet data link layer for ethernets.

Brief history of link-state routing technol ogy

OSPF is a link state routing protocol. Such protocols are al so
referred to in the literature as SPF-based or distri buted-database
protocols. This section gives a brief description of the

devel opnents in link-state technol ogy that have influenced the OSPF
pr ot ocol

The first link-state routing protocol was devel oped for use in the
ARPANET packet switching network. This protocol is described in
[Ref3]. It has fornmed the starting point for all other link-state
protocols. The honbgeneous ARPANET environnent, i.e., single-vendor
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packet swi tches connected by synchronous serial lines, sinplified the
design and inplenmentation of the original protocol

Modi fications to this protocol were proposed in [Ref4]. These

nmodi fications dealt with increasing the fault tol erance of the
routing protocol through, anong other things, adding a checksumto
the LSAs (thereby detecting database corruption). The paper also

i ncluded nmeans for reducing the routing traffic overhead in a |ink-
state protocol. This was acconplished by introduci ng nechani sns
whi ch enabl ed the interval between LSA originations to be increased
by an order of nmgnitude

A link-state algorithmhas al so been proposed for use as an ISOI1S-1S
routing protocol. This protocol is described in [Ref2]. The
protocol includes nethods for data and routing traffic reduction when
operating over broadcast networks. This is acconplished by el ection
of a Designated Router for each broadcast network, which then
originates an LSA for the network.

The OSPF Working Group of the IETF has extended this work in
devel opi ng the OSPF protocol. The Designated Router concept has been
greatly enhanced to further reduce the amount of routing traffic
required. Milticast capabilities are utilized for additional routing
bandwi dth reduction. An area routing schenme has been devel oped
enabl i ng information hiding/protection/reduction. Finally, the

al gorithms have been tailored for efficient operation in TCP/IP

i nternets.

1.4. Oganization of this docunent

The first three sections of this specification give a genera
overvi ew of the protocol’s capabilities and functions. Sections 4-16
explain the protocol’s mechanisnms in detail. Packet formats,

prot ocol constants and configuration itens are specified in the
appendi ces.

Label s such as Hellolnterval encountered in the text refer to
protocol constants. They nay or nay not be configurable.
Architectural constants are sunmarized in Appendix B. Configurable
constants are sumuari zed in Appendi x C

The detailed specification of the protocol is presented in terns of
data structures. This is done in order to nake the explanation nore
precise. |Inplenentations of the protocol are required to support the
functionality described, but need not use the precise data structures
that appear in this nmeno.
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2. The Link-state Database: organization and cal cul ations

The foll owi ng subsections describe the organi zation of OSPF s |ink-
state database, and the routing calculations that are perforned on
the database in order to produce a router’s routing table.

2.1. Representation of routers and networks

The Aut ononous Systemis |ink-state database describes a directed
graph. The vertices of the graph consist of routers and networks. A
graph edge connects two routers when they are attached via a physica
poi nt-to-point network. An edge connecting a router to a network
indicates that the router has an interface on the network. Networks
can be either transit or stub networks. Transit networks are those
capable of carrying data traffic that is neither locally originated
nor locally destined. A transit network is represented by a graph
vertex having both incom ng and outgoi ng edges. A stub network’s
vertex has only inconi ng edges.

The nei ghbor hood of each network node in the graph depends on the
network’s type (point-to-point, broadcast, NBMA or Point-to-

Mul ti Point) and the nunber of routers having an interface to the
network. Three cases are depicted in Figure la. Rectangles indicate
routers. Circles and obl ongs indicate networks. Router nanes are
prefixed with the letters RT and network names with the letter N
Router interface names are prefixed by the letter |I. Lines between
routers indicate point-to-point networks. The left side of the
figure shows networks with their connected routers, with the
resulting graphs shown on the right.
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** FROMF *
* | RT1| RT2
+---+| a +-- -+ O
| RT1| ------ | RT2| T RT1 | X
+---+ | b+---+ O RT2| X |
* | a | X|
* bl X | |

Physi cal point-to-point networks

** FROM *
+- - -+ *
| RT7| * | RT7] N3|
+---+ T e
| O RT7| | |
T + * N3| X |
'\B *
St ub net wor ks
+-- -+ +-- -+
| RT3| | RT4| | RT3| RT4| RT5| RT6| N2
+---+ +---+ £
| N2 | * RT3 | | | | X |
oo + T RT4| | | | | X
| | O RTY| | | | | X |
oo oo = RT6l | ] ] ] X
| RTS| | RT6| * N2l X | X | X X| |
+---+ +---+

Broadcast or NBMA networks
Fi gure la: Network map conponents

Net works and routers are represented by vertices. An edge connects

Vertex A to Vertex Biff the intersection of Colum A and Row B is
mar ked with an X

The top of Figure la shows two routers connected by a point-to-point
link. In the resulting |ink-state database graph, the two router
vertices are directly connected by a pair of edges, one in each
direction. Interfaces to point-to-point networks need not be assigned
| P addresses. Wien interface addresses are assigned, they are

nmodel  ed as stub links, with each router advertising a stub
connection to the other router’s interface address. Optionally, an IP
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subnet can be assigned to the point-to-point network. In this case,
both routers advertise a stub link to the I P subnet, instead of
advertising each others’ IP interface addresses.

The m ddl e of Figure la shows a network with only one attached router
(i.e., a stub network). In this case, the network appears on the end
of a stub connection in the |Iink-state database’'s graph

When multiple routers are attached to a broadcast network, the |ink-
state database graph shows all routers bidirectionally connected to
the network vertex. This is pictured at the bottom of Figure la.

Each network (stub or transit) in the graph has an | P address and
associ at ed network mask. The nask indicates the nunber of nodes on
the network. Hosts attached directly to routers (referred to as host
routes) appear on the graph as stub networks. The network mask for a
host route is always Oxffffffff, which indicates the presence of a

si ngl e node.

2.1.1. Representation of non-broadcast networks

As nentioned previously, OSPF can run over non-broadcast networks in
one of two nodes: NBMA or Point-to-MiltiPoint. The choice of nopde
deternm nes the way that the Hello protocol and flooding work over the
non- br oadcast network, and the way that the network is represented in
the |ink-state database.

In NBVA node, OSPF emrul ates operation over a broadcast network: a
Desi gnated Router is elected for the NBMA network, and the Designated
Router originates an LSA for the network. The graph representation
for broadcast networks and NBMA networks is identical. This
representation is pictured in the mddle of Figure la.

NBMA node is the nost efficient way to run OSPF over non-broadcast
networ ks, both in terms of |ink-state database size and in terns of
the amount of routing protocol traffic. However, it has one
significant restriction: it requires all routers attached to the NBVA
network to be able to communicate directly. This restriction may be
nmet on some non-broadcast networks, such as an ATM subnet utilizing
SVCs. But it is often not nmet on other non-broadcast networks, such
as PVC-only Frame Rel ay networks. On non-broadcast networks where not
all routers can communicate directly you can break the non-broadcast
network into | ogical subnets, with the routers on each subnet being
able to communicate directly, and then run each separate subnet as an
NBVMA network (see [Ref15]). This however requires quite a bit of

adm ni strative overhead, and is prone to nmisconfiguration. It is
probably better to run such a non-broadcast network in Point-to-
Mul ti poi nt node.
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In Point-to-MiltiPoint nmode, OSPF treats all router-to-router
connections over the non-broadcast network as if they were point-to-
point links. No Designated Router is elected for the network, nor is
there an LSA generated for the network. In fact, a vertex for the
Poi nt-to-Mul ti Poi nt network does not appear in the graph of the

I i nk-state database.

Figure 1b illustrates the |ink-state database representation of a
Poi nt-to-Milti Point network. On the left side of the figure, a
Point-to-Milti Point network is pictured. It is assunmed that all
routers can comuni cate directly, except for routers RT4 and RT5. 13
though 16 indicate the routers’ IP interface addresses on the Point-
to-Multi Point network. In the graphical representation of the |ink-
state database, routers that can conmmunicate directly over the

Poi nt-to-Mil ti Point network are joined by bidirectional edges, and
each router also has a stub connection to its own IP interface
address (which is in contrast to the representati on of real point-
to-point links; see Figure la).

On some non- broadcast networ ks, use of Point-to-MiltiPoint node and
data-link protocols such as Inverse ARP (see [Ref14]) will allow
aut odi scovery of OSPF nei ghbors even though broadcast support is not
avai | abl e.

2.1.2. An exanple link-state database

Figure 2 shows a sanple map of an Autononmous System The rectangle

| abel l ed Hl indicates a host, which has a SLIP connection to Router
RT12. Router RT12 is therefore advertising a host route. Lines

bet ween routers indicate physical point-to-point networks. The only
poi nt-to-point network that has been assigned interface addresses is
the one joining Routers RT6 and RT10. Routers RT5 and RT7 have BGP
connections to other Autononous Systems. A set of BGP-1earned routes
have been di splayed for both of these routers.

A cost is associated with the output side of each router interface.
This cost is configurable by the system admi nistrator. The |ower the
cost,the nore likely the interface is to be used to forward data
traffic. Costs are also associated with the externally derived
routing data (e.g., the BGP-|earned routes).

The directed graph resulting fromthe map in Figure 2 is depicted in
Figure 3. Arcs are labelled with the cost of the correspondi ng
router output interface. Arcs having no |l abelled cost have a cost of
0. Note that arcs leading fromnetworks to routers always have cost
0; they are significant nonetheless. Note also that the externally
derived routing data appears on the graph as stubs.
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Figure 3: The resulting directed graph

Net wor ks and routers are represented by vertices.
An edge of cost X connects Vertex A to Vertex B iff
the intersection of Colum A and Row B i s marked
with an X

The |ink-state database is pieced together fromLSAs generated by the
routers. In the associated graphical representation, the

nei ghbor hood of each router or transit network is represented in a
single, separate LSA. Figure 4 shows these LSAs graphically. Router
RT12 has an interface to two broadcast networks and a SLIP line to a
host. Network N6 is a broadcast network with three attached routers.
The cost of all links fromNetwork N6 to its attached routers is O.
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Note that the LSA for Network N6 is actually generated by one of the
network’s attached routers: the router that has been el ected
Desi gnhat ed Router for the network.

2.2. The shortest-path tree

Moy

When no OSPF areas are configured, each router in the Autononous
System has an identical |ink-state database, leading to an identica
graphi cal representation. A router generates its routing table from
this graph by calculating a tree of shortest paths with the router
itself as root. Cbviously, the shortest- path tree depends on the
router doing the calculation. The shortest-path tree for Router RT6
in our exanple is depicted in Figure 5.

The tree gives the entire path to any destinati on network or host.
However, only the next hop to the destination is used in the
forwardi ng process. Note al so that the best route to any router has
al so been calculated. For the processing of external data, we note
the next hop and distance to any router advertising external routes.
The resulting routing table for Router RT6 is pictured in Table 2.
Note that there is a separate route for each end of a numnbered

point-to-point network (in this case, the serial |ine between Routers
RT6 and RT10).

** FROME * ** FROME *
| RT12| N9| N10| H1| | RT9| RT11| RT12| N9

K e e e e e e e e e = - K o e e e e e e e e e — = -
* RT12| I N * RO | |10 |
T NofL | T RM11] | | |0 |
O N10] 2 | ] | ] O RT12| | | |0
L N L I N
* *

RT12’ s router-LSA N9’ s net wor k- LSA

Figure 4: Individual link state conponents

Net wor ks and routers are represented by vertices.
An edge of cost X connects Vertex A to Vertex B iff
the intersection of Colum A and Row B is marked
with an X
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Edges that are not marked with a cost have a cost of of zero (these

are network-to-router |inks).

information that is considered in Section 2.3
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Destination Next Hop Di st ance

N1 RT3 10
N2 RT3 10
N3 RT3 7
N4 RT3 8
Ib * 7
Il a RT10 12
N6 RT10 8
N7 RT10 12
N8 RT10 10
N9 RT10 11
N10 RT10 13
N11 RT10 14
H1 RT10 21
RT5 RT5 6
RT7 RT10 8

Tabl e 2: The portion of Router RT6's routing table listing |oca
desti nati ons.

Routes to networks belonging to other AS es (such as N12) appear as
dashed lines on the shortest path tree in Figure 5. Use of this
externally derived routing information is considered in the next
section.

2.3. Use of external routing information

After the tree is created the external routing information is

exam ned. This external routing infornmation may originate from

anot her routing protocol such as BGP, or be statically configured
(static routes). Default routes can also be included as part of the
Aut ononpbus Systemi s external routing information

External routing information is flooded unaltered throughout the AS.
In our exanple, all the routers in the Autononpbus System know t hat
Router RT7 has two external routes, with netrics 2 and 9.

OSPF supports two types of external nmetrics. Type 1 external netrics
are expressed in the same units as OSPF interface cost (i.e., in
terns of the link state netric). Type 2 external netrics are an
order of nmagnitude larger; any Type 2 netric is considered greater
than the cost of any path internal to the AS. Use of Type 2 externa
metrics assunes that routing between AS es is the major cost of
routi ng a packet, and elimnates the need for conversion of externa
costs to internal link state netrics.
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As an exanple of Type 1 external netric processing, suppose that the
Routers RT7 and RT5 in Figure 2 are advertising Type 1 externa
nmetrics. For each advertised external route, the total cost from
Router RT6 is calculated as the sumof the external route’s
advertised cost and the distance from Router RT6 to the advertising
router. When two routers are advertising the sane externa
destination, RT6 picks the advertising router providing the mninum
total cost. RT6 then sets the next hop to the external destination
equal to the next hop that would be used when routing packets to the
chosen advertising router.

In Figure 2, both Router RT5 and RT7 are advertising an externa
route to destination Network N12. Router RT7 is preferred since it
is advertising N12 at a distance of 10 (8+2) to Router RT6, which is
better than Router RT5' s 14 (6+8). Table 3 shows the entries that
are added to the routing table when external routes are exani ned:

Destination Next Hop Di st ance

N12 RT10 10
N13 RT5 14
N14 RT5 14
N15 RT10 17

Tabl e 3: The portion of Router RT6’s routing table
listing external destinations.

Processing of Type 2 external netrics is sinpler. The AS boundary
router advertising the smallest external nmetric is chosen, regardless
of the internal distance to the AS boundary router. Suppose in our
exanpl e both Router RT5 and Router RT7 were advertising Type 2
external routes. Then all traffic destined for Network N12 woul d be
forwarded to Router RT7, since 2 < 8. Wen several equal -cost Type 2
routes exist, the internal distance to the advertising routers is
used to break the tie.

Both Type 1 and Type 2 external netrics can be present in the AS at
the sane tine. |In that event, Type 1 external netrics always take
pr ecedence.

This section has assuned that packets destined for externa
destinations are always routed through the advertising AS boundary
router. This is not always desirable. For exanple, suppose in
Figure 2 there is an additional router attached to Network N6, called
Rout er RTX. Suppose further that RTX does not participate in OSPF
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routing, but does exchange BGP infornmation with the AS boundary
router RT7. Then, Router RT7 would end up advertising OSPF externa
routes for all destinations that should be routed to RTX. An extra
hop will sonetines be introduced if packets for these destinations
need al ways be routed first to Router RT7 (the advertising router).

To deal with this situation, the OSPF protocol allows an AS boundary
router to specify a "forwarding address" in its AS- external -LSAs. In
t he above exanple, Router RT7 would specify RTX s | P address as the
"forwardi ng address” for all those destinations whose packets shoul d
be routed directly to RTX

The "forwardi ng address" has one other application. 1t enables
routers in the Autononmpus Systenis interior to function as "route
servers". For exanple, in Figure 2 the router RT6 could becone a

route server, gaining external routing information through a

combi nation of static configuration and external routing protocols.
RT6 woul d then start advertising itself as an AS boundary router, and
woul d originate a collection of OSPF AS-external -LSAs. In each AS-
external -LSA, Router RT6 woul d specify the correct Autononous System
exit point to use for the destination through appropriate setting of
the LSA's "forwardi ng address” field.

2.4. Equal -cost nultipath

The above di scussion has been sinplified by considering only a single
route to any destination. |In reality, if multiple equal-cost routes
to a destination exist, they are all discovered and used. This
requires no conceptual changes to the algorithm and its discussion

i s postponed until we consider the tree-building process in nore
detail.

Wth equal cost nultipath, a router potentially has several available
next hops towards any given destination

3. Splitting the AS into Areas

OSPF al l ows col |l ections of contiguous networks and hosts to be
grouped together. Such a group, together with the routers having
interfaces to any one of the included networks, is called an area.
Each area runs a separate copy of the basic link-state routing
algorithm This neans that each area has its own |ink-state database
and correspondi ng graph, as explained in the previous section.

The topol ogy of an area is invisible fromthe outside of the area.
Conversely, routers internal to a given area know nothing of the
detail ed topol ogy external to the area. This isolation of know edge
enabl es the protocol to effect a marked reduction in routing traffic
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as conpared to treating the entire Autononobus Systemas a single
link-state donain

Wth the introduction of areas, it is no longer true that all routers
in the AS have an identical |ink-state database. A router actually
has a separate |ink-state database for each area it is connected to.
(Routers connected to multiple areas are called area border routers).
Two routers belonging to the same area have, for that area, identica
area |ink-state databases

Routing in the Autononbus Systemtakes place on two | evels, depending
on whet her the source and destination of a packet reside in the sane
area (intra-area routing is used) or different areas (inter-area
routing is used). In intra-area routing, the packet is routed solely
on information obtained within the area; no routing information
obt ai ned fromoutside the area can be used. This protects intra-area
routing fromthe injection of bad routing information. W discuss
inter-area routing in Section 3.2.

3.1. The backbone of the Autononmous System

The OSPF backbone is the special OSPF Area 0 (often witten as Area
0.0.0.0, since OSPF Area ID s are typically formatted as IP
addresses). The OSPF backbone al ways contains all area border
routers. The backbone is responsible for distributing routing

i nformation between non-backbone areas. The backbone nust be
contiguous. However, it need not be physically contiguous; backbone
connectivity can be established/ mai ntained through the configuration
of virtual links.

Virtual links can be configured between any two backbone routers that
have an interface to a common non-backbone area. Virtual |inks

bel ong to the backbone. The protocol treats two routers joined by a
virtual link as if they were connected by an unnunbered point-to-
poi nt backbone network. On the graph of the backbone, two such
routers are joined by arcs whose costs are the intra-area di stances
between the two routers. The routing protocol traffic that flows
along the virtual link uses intra-area routing only.

3.2. Inter-area routing

When routing a packet between two non-backbone areas the backbone is
used. The path that the packet will travel can be broken up into
three contiguous pieces: an intra-area path fromthe source to an
area border router, a backbone path between the source and
destination areas, and then another intra-area path to the
destination. The algorithmfinds the set of such paths that have the
smal | est cost.

Moy St andards Track [ Page 23]



RFC 2178 OSPF Version 2 July 1997

3. 3.

Moy

Looking at this another way, inter-area routing can be pictured as
forcing a star configuration on the Autononmous System with the
backbone as hub and each of the non-backbone areas as spokes.

The t opol ogy of the backbone dictates the backbone pat hs used between
areas. The topol ogy of the backbone can be enhanced by adding
virtual links. This gives the system adninistrator sone control over
the routes taken by inter-area traffic.

The correct area border router to use as the packet exits the source
area is chosen in exactly the sane way routers advertising externa
routes are chosen. Each area border router in an area sunmarizes for
the area its cost to all networks external to the area. After the
SPF tree is calculated for the area, routes to all inter-area
destinations are cal cul ated by examnmining the summaries of the area
border routers.

Cl assification of routers

Before the introduction of areas, the only OSPF routers having a
speci ali zed function were those advertising external routing

i nformati on, such as Router RT5 in Figure 2. Wen the ASis split
into OSPF areas, the routers are further divided according to
function into the follow ng four overl appi ng categories:

Internal routers
A router with all directly connected networks belonging to the
same area. These routers run a single copy of the basic routing
al gorithm

Area border routers
A router that attaches to multiple areas. Area border routers run
mul tiple copies of the basic algorithm one copy for each attached
area. Area border routers condense the topol ogical information of
their attached areas for distribution to the backbone. The
backbone in turn distributes the information to the other areas.

Backbone routers
A router that has an interface to the backbone area. This
includes all routers that interface to nore than one area (i.e.
area border routers). However, backbone routers do not have to be
area border routers. Routers with all interfaces connecting to
t he backbone area are supported.

St andards Track [ Page 24]



RFC 2178 OSPF Version 2 July 1997

3. 4.

Moy

AS boundary routers
A router that exchanges routing information with routers bel ongi ng
to other Autononous Systems. Such a router advertises AS externa
routing information throughout the Autononbus System The paths
to each AS boundary router are known by every router in the AS
This classification is conpletely independent of the previous
classifications: AS boundary routers may be internal or area
border routers, and may or nmay not participate in the backbone.

A sanpl e area configuration

Figure 6 shows a sanple area configuration. The first area consists
of networks N1-N4, along with their attached routers RT1-RT4. The
second area consists of networks N6-N8, along with their attached
routers RT7, RT8, RT10 and RT11. The third area consists of networks
N9-N11 and Host H1l, along with their attached routers RT9, RT11 and
RT12. The third area has been configured so that networks N9-N11 and
Host HL will all be grouped into a single route, when advertised
external to the area (see Section 3.5 for nore details).

In Figure 6, Routers RT1, RT2, RT5, RT6, RT8, RT9 and RT12 are
internal routers. Routers RT3, RT4, RT7, RT10 and RT11 are area
border routers. Finally, as before, Routers RT5 and RT7 are AS
boundary routers.

Figure 7 shows the resulting |ink-state database for the Area 1. The
figure conpletely describes that area’s intra-area routing.
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Figure 6: A sanmple OSPF area configuration
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It also shows the conplete view of the internet for the two interna
routers RT1 and RT2. It is the job of the area border routers, RT3
and RT4, to advertise into Area 1 the distances to all destinations
external to the area. These are indicated in Figure 7 by the dashed
stub routes. Also, RT3 and RT4 nust advertise into Area 1 the

| ocation of the AS boundary routers RT5 and RT7. Finally, AS
external -LSAs from RT5 and RT7 are fl ooded throughout the entire AS,
and in particular throughout Area 1. These LSAs are included in Area
1's database, and yield routes to Networks N12-N15.

Routers RT3 and RT4 nust al so summarize Area 1's topol ogy for
distribution to the backbone. Their backbone LSAs are shown in Table
4. These sumaries show which networks are contained in Area 1
(i.e., Networks N1-N4), and the distance to these networks fromthe
routers RT3 and RT4 respectively.

The |ink-state database for the backbone is shown in Figure 8. The
set of routers pictured are the backbone routers. Router RT1l is a
backbone router because it belongs to two areas. |In order to nake
t he backbone connected, a virtual |ink has been configured between
Routers R10 and R11.

The area border routers RT3, RT4, RT7, RT10 and RT11l condense the
routing information of their attached non-backbone areas for

di stribution via the backbone; these are the dashed stubs that appear
in Figure 8. Renenber that the third area has been configured to
condense Networks N9-N11 and Host Hl into a single route. This
yields a single dashed line for networks N9-N11 and Host Hl in Figure
8. Routers RT5 and RT7 are AS boundary routers; their externally
derived infornmation al so appears on the graph in Figure 8 as stubs.

Net wor k RT3 adv. RT4 adv.

N1 4 4
N2 4 4
N3 1 1
N4 2 3

Tabl e 4: Networks advertised to the backbone
by Routers RT3 and RT4.
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Figure 7: Area 1's Database.

Net wor ks and routers are represented by vertices.

An edge of cost X connects Vertex A to Vertex B iff

the intersection of Colum A and Row B i s marked
with an X
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Fi gure 8: The backbone’ s dat abase.

Net works and routers are represented by vertices.
An edge of cost X connects Vertex A to Vertex B iff
the intersection of Colum A and Row B i s marked
with an X

The backbone enabl es the exchange of summary information between area
border routers. Every area border router hears the area summaries
fromall other area border routers. It then forns a picture of the
di stance to all networks outside of its area by exanining the

coll ected LSAs, and adding in the backbone di stance to each
advertising router.

Agai n using Routers RT3 and RT4 as an exanple, the procedure goes as
follows: They first calculate the SPF tree for the backbone. This
gives the distances to all other area border routers. Also noted are
the distances to networks (la and Ib) and AS boundary routers (RT5
and RT7) that belong to the backbone. This calculation is shown in
Tabl e 5.
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Next, by looking at the area summaries fromthese area border

routers, RT3 and RT4 can determine the distance to all networks
outside their area. These distances are then advertised internally
to the area by RT3 and RT4. The advertisenents that Router RT3 and
RT4 will make into Area 1 are shown in Table 6. Note that Table 6
assunes that an area range has been configured for the backbone which
groups la and Ib into a single LSA

The information inported into Area 1 by Routers RT3 and RT4 enabl es
an internal router, such as RT1l, to choose an area border router
intelligently. Router RT1 would use RT4 for traffic to Network N6
RT3 for traffic to Network N10, and woul d | oad share between the two
for traffic to Network NB8.

dist from dist from

RT3 RT4
to RT3 * 21
to RT4 22 *
to RIT7 20 14
to RT10 15 22
to RT11 18 25
to la 20 27
to Ib 15 22
to RIT5 14 8
to RIT7 20 14

Tabl e 5: Backbone di stances cal cul at ed
by Routers RT3 and RT4.

Desti nati on RT3 adv. RT4 adv.

la, b 20 27
N6 16 15
N7 20 19
N8 18 18
N9- N11, H1 29 36
RT5 14 8
RT7 20 14

Tabl e 6: Destinations advertised into Area 1
by Routers RT3 and RT4.
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Router RT1 can also deternmine in this nmanner the shortest path to the
AS boundary routers RT5 and RT7. Then, by | ooking at RT5 and RT7’s
AS-external - LSAs, Router RT1 can deci de between RT5 or RT7 when
sending to a destination in another Autononous System (one of the

net wor ks N12- N15).

Note that a failure of the |ine between Routers RT6 and RT10 wil |
cause the backbone to becone disconnected. Configuring a virtua
Iink between Routers RT7 and RT10 will give the backbone nore
connectivity and nore resistance to such failures.

3.5. | P subnetting support

OSPF attaches an | P address nmask to each advertised route. The mask
i ndi cates the range of addresses being described by the particul ar
route. For exanple, a summary-LSA for the destination 128.185.0.0
with a mask of Oxffff0000 actually is describing a single route to
the collection of destinations 128.185.0.0 - 128.185. 255. 255.
Simlarly, host routes are always advertised with a mask of
oxffffffff, indicating the presence of only a single destination

I ncluding the mask with each adverti sed destinati on enables the

i npl ement ation of what is comonly referred to as variable-length
subnetting. This neans that a single IP class A, B, or C network
nunber can be broken up into nmany subnets of various sizes. For
exanpl e, the network 128.185.0.0 coul d be broken up into 62

vari abl e-si zed subnets: 15 subnets of size 4K, 15 subnets of size
256, and 32 subnets of size 8. Table 7 shows sone of the resulting
net wor k addresses together with their masks.

Net wor k addr ess | P address nmask Subnet size
128. 185.16.0 oxfffffo0O 4K
128.185.1.0 oxffffffoo 256
128.185.0.8 Oxfffffff8 8

Tabl e 7: Sone sanpl e subnet sizes.

There are many possible ways of dividing up a class A, B, and C
network into variable sized subnets. The precise procedure for doing
so is beyond the scope of this specification. This specification
however establishes the follow ng guideline: Wien an | P packet is
forwarded, it is always forwarded to the network that is the best
match for the packet’s destination. Here best match is synonynous
with the |l ongest or nost specific natch. For exanple, the default
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route with destination of 0.0.0.0 and nask 0x00000000 is always a
match for every IP destination. Yet it is always |ess specific than
any other match. Subnet nasks must be assigned so that the best
match for any |P destination is unanbi guous.

Attaching an address mask to each route al so enabl es the support of

| P supernetting. For exanple, a single physical network segnent could
be assigned the [address, mask] pair [192.9.4.0,0xfffffc00]. The
segrment woul d then be single | P network, containing addresses from
the four consecutive class C network nunbers 192.9.4.0 through
192.9.7.0. Such addressing is now becom ng commonpl ace with the
advent of CIDR (see [Ref10]).

In order to get better aggregation at area boundaries, area address
ranges can be enployed (see Section C. 2 for nore details). Each
address range is defined as an [address, mask] pair. Many separate
networ ks may then be contained in a single address range, just as a
subnetted network is conposed of nany separate subnets. Area border
routers then sunmarize the area contents (for distribution to the
backbone) by advertising a single route for each address range. The
cost of the route is the maxi mum cost to any of the networks falling
in the specified range.

For exanple, an IP subnetted network might be configured as a single
OSPF area. In that case, a single address range could be configured
a class A, B, or C network number along with its natural |P mask.

I nside the area, any nunber of variable sized subnets could be
defined. However, external to the area a single route for the entire
subnetted network woul d be distributed, hiding even the fact that the
network is subnetted at all. The cost of this route is the maxi num
of the set of costs to the conponent subnets.

3.6. Supporting stub areas

In sone Autonomous Systems, the majority of the |ink-state database
may consist of AS-external-LSAs. An OSPF AS-external -LSA is usually
fl ooded throughout the entire AS. However, OSPF allows certain areas
to be configured as "stub areas". AS-external-LSAs are not fl ooded

i nto/throughout stub areas; routing to AS external destinations in
these areas is based on a (per-area) default only. This reduces the
i nk-state database size, and therefore the nmenory requirenents, for
a stub area’s internal routers

In order to take advantage of the OSPF stub area support, default
routing nust be used in the stub area. This is acconplished as
follows. One or nore of the stub area’s area border routers nust
advertise a default route into the stub area via sunmary-LSAs. These
summary defaults are flooded throughout the stub area, but no
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further. (For this reason these defaults pertain only to the
particular stub area). These sumary default routes will be used for
any destination that is not explicitly reachable by an intra-area or
inter-area path (i.e., AS external destinations).

An area can be configured as a stub when there is a single exit point
fromthe area, or when the choice of exit point need not be nade on a
per-external -destination basis. For exanple, Area 3 in Figure 6
could be configured as a stub area, because all external traffic nust
travel though its single area border router RT11. |If Area 3 were
configured as a stub, Router RT11 would advertise a default route for
distribution inside Area 3 (in a summary-LSA), instead of flooding
the AS-external -LSAs for Networks N12-N15 into/throughout the area.

The OSPF protocol ensures that all routers belonging to an area agree
on whether the area has been configured as a stub. This guarantees
that no confusion will arise in the flooding of AS-external-LSAs.

There are a couple of restrictions on the use of stub areas. Virtua
I inks cannot be configured through stub areas. |In addition, AS
boundary routers cannot be placed internal to stub areas.

3. 7. Partitions of areas

OSPF does not actively attenpt to repair area partitions. Wen an
area becones partitioned, each conponent sinply becones a separate
area. The backbone then performs routing between the new areas.
Some destinations reachable via intra-area routing before the
partition will now require inter-area routing.

However, in order to naintain full routing after the partition, an
address range nust not be split across nultiple conmponents of the

area partition. Al so, the backbone itself nust not partition. If it
does, parts of the Autononobus Systemwi ||l becone unreachabl e.
Backbone partitions can be repaired by configuring virtual |inks (see
Section 15).

Anot her way to think about area partitions is to | ook at the

Aut ononobus System graph that was introduced in Section 2. Area |IDs
can be viewed as colors for the graph’s edges.[1] Each edge of the
graph connects to a network, or is itself a point-to-point network.
In either case, the edge is colored with the network’s Area ID.

A group of edges, all having the sanme color, and interconnected by
vertices, represents an area. |f the topology of the Autononmous
Systemis intact, the graph will have several regions of color, each
color being a distinct Area ID
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When the AS topol ogy changes, one of the areas nay becone
partitioned. The graph of the AS will then have nultiple regions of
the sane color (Area ID). The routing in the Autononmous Systemwi ||
continue to function as long as these regi ons of sane color are
connected by the single backbone region

4. Functional Sunmary

A separate copy of OSPF s basic routing algorithmruns in each area.
Routers having interfaces to nultiple areas run nmultiple copies of
the algorithm A brief summary of the routing algorithmfollows.

When a router starts, it first initializes the routing protocol data
structures. The router then waits for indications fromthe | ower-
| evel protocols that its interfaces are functional

A router then uses the OSPF' s Hell o Protocol to acquire nei ghbors.
The router sends Hello packets to its neighbors, and in turn receives
their Hello packets. On broadcast and point-to-point networks, the
router dynanmically detects its neighboring routers by sending its
Hel | o packets to the nulticast address Al SPFRouters. On non-
broadcast networks, some configuration information may be necessary
in order to discover neighbors. On broadcast and NBMA networks the
Hell o Protocol also elects a Designated router for the network.

The router will attenpt to form adjacencies with some of its newy
acqui red nei ghbors. Link-state databases are synchroni zed between
pairs of adjacent routers. On broadcast and NBMA networks, the

Desi gnat ed Rout er determ nes which routers shoul d becone adjacent.

Adj acenci es control the distribution of routing information. Routing
updates are sent and received only on adjacenci es.

A router periodically advertises its state, which is also called link
state. Link state is also advertised when a router’s state changes.
A router’s adjacencies are reflected in the contents of its LSAs.
This relationship between adjacencies and link state allows the
protocol to detect dead routers in a tinely fashion

LSAs are flooded throughout the area. The flooding algorithmis
reliable, ensuring that all routers in an area have exactly the sane
i nk-state database. This database consists of the collection of
LSAs originated by each router belonging to the area. Fromthis

dat abase each router calculates a shortest-path tree, with itself as
root. This shortest-path tree in turn yields a routing table for the
pr ot ocol

Moy St andards Track [ Page 34]



RFC 2178 OSPF Version 2 July 1997

4.1. Inter-area routing

The previous section described the operation of the protocol within a
single area. For intra-area routing, no other routing information is
pertinent. In order to be able to route to destinations outside of
the area, the area border routers inject additional routing
information into the area. This additional information is a
distillation of the rest of the Autononobus Systenis topol ogy.

This distillation is acconplished as foll ows: Each area border router
is by definition connected to the backbone. Each area border router
sunmari zes the topology of its attached non-backbone areas for

transm ssion on the backbone, and hence to all other area border
routers. An area border router then has conpl ete topol ogi ca

i nformation concerning the backbone, and the area summaries from each
of the other area border routers. Fromthis information, the router
calcul ates paths to all inter-area destinations. The router then
advertises these paths into its attached areas. This enables the
area’s internal routers to pick the best exit router when forwarding
traffic inter-area destinations

4.2. AS external routes

Routers that have information regardi ng ot her Autononous Systens can
flood this information throughout the AS. This external routing
information is distributed verbatimto every participating router
There is one exception: external routing information is not flooded
into "stub" areas (see Section 3.6).

To utilize external routing information, the path to all routers
advertising external infornmation nust be known throughout the AS
(excepting the stub areas). For that reason, the |ocations of these
AS boundary routers are sumari zed by the (non-stub) area border
routers.

4.3. Routing protocol packets

The OSPF protocol runs directly over IP, using IP protocol 89. OSPF
does not provide any explicit fragnmentation/reassenbly support. Wen
fragmentation is necessary, |IP fragnentation/reassenbly is used.

OSPF protocol packets have been designed so that |arge protoco
packets can generally be split into several snaller protocol packets.
This practice is recomended; |P fragnentation should be avoi ded
whenever possible.

Routi ng protocol packets should al ways be sent with the IP TGS field

set to 0. |If at all possible, routing protocol packets should be
gi ven preference over regular IP data traffic, both when being sent
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and received. As an aid to acconplishing this, OSPF protocol packets
shoul d have their | P precedence field set to the val ue |Internetwork
Control (see [Refb]).

Al'l OSPF protocol packets share a common protocol header that is
described in Appendix A. The OSPF packet types are listed belowin
Table 8. Their fornats are al so described in Appendi x A

Type Packet nane
Prot ocol function

1 Hel | o Di scover/ nmai ntain nei ghbors
2 Dat abase Descri ption Summari ze dat abase contents
3 Li nk St ate Request Dat abase downl oad

4 Li nk State Update Dat abase updat e

5 Li nk State Ack Fl oodi ng acknow edgment

Tabl e 8: OSPF packet types

OSPF' s Hell o protocol uses Hello packets to discover and maintain

nei ghbor relationships. The Database Description and Link State
Request packets are used in the forning of adjacencies. OSPF s
reliable update nmechanismis inplenmented by the Link State Update and
Li nk State Acknow edgnent packets.

Each Link State Update packet carries a set of new link state
adverti senents (LSAs) one hop further away fromtheir point of
origination. A single Link State Update packet may contain the LSAs
of several routers. Each LSAis tagged with the ID of the
originating router and a checksumof its link state contents. Each
LSA al so has a type field; the different types of OSPF LSAs are
listed below in Table 9.

OSPF routing packets (with the exception of Hellos) are sent only
over adjacencies. This nmeans that all OSPF protocol packets travel a
single I P hop, except those that are sent over virtual adjacencies.
The |1 P source address of an OSPF protocol packet is one end of a

rout er adjacency, and the I P destination address is either the other
end of the adjacency or an IP nulticast address.
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LS LSA LSA description
type nanme

July 1997

1 Rout er - LSAs Oiginated by all routers.
This LSA descri bes
the collected states of the
router’s interfaces to an
area. Flooded throughout a
single area only.

2 Net wor k- LSAs Oiginated for broadcast
and NBMVA networ ks by
the Designated Router. This
LSA contains the
list of routers connected
to the network. Flooded

t hroughout a single area only.

3,4 Sunmmar y- LSAs Origi nated by area border
routers, and flooded through-
out the LSA s associ ated
area. Each summary-LSA
describes a route to a
destination outside the area,
yet still inside the AS
(i.e., an inter-area route).
Type 3 sunmary-LSAs descri be
routes to networks. Type 4
sunmar y- LSAs descri be

routes to AS boundary routers.

5 AS- ext er nal - LSAs Oiginated by AS boundary
routers, and flooded through-
out the AS. Each
AS- ext ernal - LSA descri bes
aroute to a destination in
anot her Aut ononous System
Default routes for the AS can
al so be described by
AS- ext er nal - LSAs.

Table 9: OSPF link state advertisenents (LSAs)
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4.4,

Moy

Basic i nplenentation requirenments
An inplenentation of OSPF requires the follow ng pieces of system
support:
Timers

Two different kind of tiners are required. The first kind, called
"single shot timers", fire once and cause a protocol event to be
processed. The second kind, called "interval timers", fire at
continuous intervals. These are used for the sending of packets
at regular intervals. A good exanple of this is the regul ar
broadcast of Hell o packets. The granularity of both kinds of
timers is one second.

Interval timers should be inplenented to avoid drift. In sone
router inplenentations, packet processing can affect tinmer
execution. Wen nultiple routers are attached to a single
network, all doing broadcasts, this can lead to the
synchroni zati on of routing packets (which should be avoided). |If
timers cannot be inplenented to avoid drift, small random anounts
shoul d be added to/subtracted fromthe interval tiner at each
firing.

mul ti cast

Certain OSPF packets take the formof IP nulticast datagrans.
Support for receiving and sending |IP multicast datagrans, along
with the appropriate |ower-Ievel protocol support, is required.
The 1P multicast datagrans used by OSPF never travel nore than one
hop. For this reason, the ability to forward IP mnulticast
datagrans is not required. For information on |IP nmulticast, see

[ Ref 7].

Vari abl e-1 engt h subnet support

The router’s | P protocol support must include the ability to
divide a single IP class A, B, or C network nunber into nmany
subnets of various sizes. This is commonly called variable-length
subnetting; see Section 3.5 for details.

supernetting support

The router’s | P protocol support must include the ability to
aggregate contiguous collections of IP class A B, and C networks
into larger quantities called supernets. Supernetting has been
proposed as one way to inprove the scaling of IProuting in the
wor| dwi de Internet. For nore information on | P supernetting, see
[ Ref 10] .
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Lower -1 evel protocol support
The lower level protocols referred to here are the network access
protocols, such as the Ethernet data link layer. Indications nust
be passed fromthese protocols to OSPF as the network interface
goes up and down. For exanple, on an ethernet it would be
val uabl e to know when the ethernet transceiver cabl e becones
unpl ugged.

Non- br oadcast | ower-1evel protocol support
On non- broadcast networks, the OSPF Hell o Protocol can be aided by
providing an indication when an attenpt is made to send a packet
to a dead or non-existent router. For exanple, on an X. 25 PDN a
dead nei ghboring router may be indicated by the reception of a
X. 25 clear with an appropriate cause and di agnostic, and this
i nformati on woul d be passed to OSPF.

Li st mani pulation primtives
Much of the OSPF functionality is described in terns of its
operation on lists of LSAs. For exanple, the collection of LSAs
that will be retransnmitted to an adjacent router unti
acknow edged are described as a list. Any particular LSA may be
on many such lists. An OSPF inplenentation needs to be able to
mani pul ate these lists, adding and del eting constituent LSAs as
necessary.

Taski ng support
Certain procedures described in this specification invoke other
procedures. At tines, these other procedures should be executed
in-line, that is, before the current procedure is finished. This
is indicated in the text by instructions to execute a procedure.
At other tines, the other procedures are to be executed only when
the current procedure has finished. This is indicated by
instructions to schedule a task

4.5. Optional OSPF capabilities

The OSPF protocol defines several optional capabilities. A router

i ndi cates the optional capabilities that it supports in its OSPF
Hel | o packets, Database Description packets and in its LSAs. This
enabl es routers supporting a mx of optional capabilities to coexist
in a single Autononpbus System

Sonme capabilities nust be supported by all routers attached to a
specific area. In this case, a router will not accept a neighbor’s
Hell o Packet unless there is a match in reported capabilities (i.e.

a capability msmatch prevents a nei ghbor relationship fromformng).
An exanple of this is the External RoutingCapability (see bel ow).
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O her capabilities can be negotiated during the Database Exchange
process. This is acconplished by specifying the optiona

capabilities in Database Description packets. A capability mismatch
with a neighbor in this case will result in only a subset of the link
state database bei ng exchanged between the two nei ghbors.

The routing table build process can also be affected by the
presence/ absence of optional capabilities. For exanple, since the
optional capabilities are reported in LSAs, routers incapabl e of
certain functions can be avoi ded when building the shortest path
tree.

The OSPF optional capabilities defined in this meno are |isted bel ow
See Section A 2 for nore infornmation.

Ext er nal Rout i ngCapability
Entire OSPF areas can be configured as "stubs" (see Section 3.6).
AS-external -LSAs will not be flooded into stub areas. This
capability is represented by the E-bit in the OSPF Options field
(see Section A 2). In order to ensure consistent configuration of
stub areas, all routers interfacing to such an area nust have the
E-bit clear in their Hello packets (see Sections 9.5 and 10.5).

5. Protocol Data Structures

The OSPF protocol is described herein in terms of its operation on
various protocol data structures. The following list conprises the
top-level OSPF data structures. Any initialization that needs to be
done is noted. OSPF areas, interfaces and nei ghbors al so have
associ ated data structures that are described later in this

speci fication.

Router ID
A 32-bit nunber that uniquely identifies this router in the AS
One possible inplementation strategy would be to use the small est
IP interface address belonging to the router. If a router’s OSPF
Router IDis changed, the router’s OSPF software shoul d be

restarted before the new Router ID takes effect. |In this case the
router should flush its self-originated LSAs fromthe routing
domain (see Section 14.1) before restarting, or they will persist

for up to MaxAge m nutes.

Area structures
Each one of the areas to which the router is connected has its own
data structure. This data structure describes the working of the
basi ¢ OSPF al gorithm Renenber that each area runs a separate
copy of the basic OSPF al gorithm
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Backbone (area) structure
The OSPF backbone area is responsible for the dissenination of
inter-area routing information.

Virtual |inks configured
The virtual links configured with this router as one endpoint. In
order to have configured virtual links, the router itself nust be
an area border router. Virtual links are identified by the Router
I D of the other endpoint -- which is another area border router
These two endpoint routers nust be attached to a conmon area,
called the virtual link’s Transit area. Virtual |inks are part of
t he backbone, and behave as if they were unnunbered point-to-point
net wor ks between the two routers. A virtual link uses the intra-

area routing of its Transit area to forward packets. Virtua
links are brought up and down through the building of the
shortest-path trees for the Transit area

Li st of external routes
These are routes to destinations external to the Autononous
System that have been gained either through direct experience
wi th anot her routing protocol (such as BGP), or through
configuration information, or through a conbination of the two
(e.g., dynamc external information to be advertised by OSPF wth
configured netric). Any router having these external routes is
called an AS boundary router. These routes are advertised by the
router into the OSPF routing donain via AS-external - LSAs.

Li st of AS-external-LSAs
Part of the link-state database. These have originated fromthe
AS boundary routers. They conprise routes to destinations
external to the Autononbus System Note that, if the router is
itself an AS boundary router, sonme of these AS-external-LSAs have
been sel f-origi nat ed.

The routing table
Derived fromthe link-state database. Each entry in the routing
table is indexed by a destination, and contains the destination’s
cost and a set of paths to use in forwarding packets to the
destination. A path is described by its type and next hop. For
nmore information, see Section 11
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Figure 9 shows the collection of data structures present in a typica
router. The router pictured is RT10, fromthe map in Figure 6. Note
that Router RT10 has a virtual link configured to Router RT11, with
Area 2 as the link’s Transit area. This is indicated by the dashed
line in Figure 9. Wen the virtual |ink becones active, through the
buil ding of the shortest path tree for Area 2, it becones an
interface to the backbone (see the two backbone interfaces depicted

in Figure 9).
+--- -+
| RT10| ------ +
+--- -+ | - +
/ \ | Routing Table
/ \ R +
/ \
[ + / \ [ S +
| Area 2|---+ +- - - | Backbone
o e oo - FEEEE R R R N o e e e oo - +
/ \ * / \
/ \ * / \
[ S +  Fe-em- o - + B SR + B SR +
|Interface| |Interface| | Virtual Link| [Interface Ib
| toN6 | | to N8 | | to RT11 | S +
S RS + eemmmaaaa + S RS +
I\ | | |
/ \ | | |
[ + - - - + | B TS + B SR +
| Nei ghbor| | Nei ghbor| | | Nei ghbor RT11]| | Nei ghbor RT6
| RTS8 | | RT7 | R + R +
Fommemm e + e-mmeaas +
+----! -------- +
| Nei ghbor RT11
S +

Figure 9: Router RT10's Data structures

6. The Area Data Structure

The area data structure contains all the information used to run the
basi ¢ OSPF routing algorithm Each area maintains its own link-state
dat abase. A network belongs to a single area, and a router interface
connects to a single area. Each router adjacency al so belongs to a
singl e area.
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The OSPF backbone is the special OSPF area responsible for
di sseminating inter-area routing information.

The area link-state database consists of the collection of router-
LSAs, networ k-LSAs and summary-LSAs that have originated fromthe
area’s routers. This information is flooded throughout a single area
only. The list of AS-external -LSAs (see Section 5) is al so considered
to be part of each area’ s |ink-state database

Area ID
A 32-bit nunber identifying the area. The Area ID of 0.0.0.0 is
reserved for the backbone.

Li st of area address ranges
In order to aggregate routing informati on at area boundaries, area
address ranges can be enpl oyed. Each address range is specified by
an [address, mask] pair and a status indication of either Advertise
or DoNot Advertise (see Section 12.4.3).

Associ ated router interfaces
This router’s interfaces connecting to the area. A router
interface belongs to one and only one area (or the backbone). For
t he backbone area this list includes all the virtual links. A
virtual link is identified by the Router ID of its other endpoint;
its cost is the cost of the shortest intra-area path through the
Transit area that exists between the two routers.

Li st of router-LSAs
A router-LSA is generated by each router in the area. It
describes the state of the router’s interfaces to the area.

Li st of network-LSAs
One network-LSA is generated for each transit broadcast and NBVA
network in the area. A network-LSA describes the set of routers
currently connected to the network.

Li st of summary-LSAs
Summary-LSAs originate fromthe area’s area border routers. They
describe routes to destinations internal to the Autononous System
yet external to the area (i.e., inter-area destinations).

Shortest-path tree
The shortest-path tree for the area, with this router itself as
root. Derived fromthe collected router-LSAs and networ k- LSAs by
the Dijkstra algorithm (see Section 16.1).
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TransitCapability
Thi s paraneter indicates whether the area can carry data traffic
that neither originates nor termnates in the area itself. This
paraneter is calculated when the area’s shortest-path tree is
built (see Section 16.1, where TransitCapability is set to TRUE if
and only if there are one or nore fully adjacent virtual |inks
using the area as Transit area), and is used as an input to a
subsequent step of the routing table build process (see Section
16.3). When an area’'s TransitCapability is set to TRUE, the area
is said to be a "transit area"

Ext er nal Rout i ngCapability
Whet her AS-external -LSAs will be flooded into/throughout the area.
This is a configurable paraneter. |f AS-external-LSAs are
excluded fromthe area, the area is called a "stub”". Wthin stub
areas, routing to AS external destinations will be based solely on
a default sunmary route. The backbone cannot be configured as a
stub area. Also, virtual links cannot be configured through stub
areas. For nore information, see Section 3.6.

St ubDef aul t Cost
If the area has been configured as a stub area, and the router
itself is an area border router, then the StubDefaul t Cost
i ndi cates the cost of the default summary-LSA that the router
shoul d advertise into the area. See Section 12.4.3 for nore
i nformati on.

Unl ess ot herw se specified, the remaining sections of this docunent
refer to the operation of the OSPF protocol within a single area.

7. Bringing Up Adjacencies

OSPF creates adjacenci es between nei ghboring routers for the purpose
of exchanging routing information. Not every two neighboring routers
wi || beconme adjacent. This section covers the generalities involved
in creating adjacencies. For further details consult Section 10.

7.1. The Hello Protoco

The Hell o Protocol is responsible for establishing and mai ntai ni ng
nei ghbor relationships. It also ensures that comuni cati on between
nei ghbors is bidirectional. Hello packets are sent periodically out
all router interfaces. Bidirectional communication is indicated when
the router sees itself listed in the neighbor’'s Hello Packet. On
broadcast and NBMA networks, the Hello Protocol elects a Designated
Router for the network
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The Hell o Protocol works differently on broadcast networks, NBMA

net wor ks and Point-to-MiltiPoint networks. On broadcast networks,
each router advertises itself by periodically nulticasting Hello
Packets. This allows neighbors to be discovered dynamically. These
Hel | o Packets contain the router’s view of the Designated Router’s
identity, and the list of routers whose Hell o Packets have been seen
recently.

On NBMA networ ks sonme configuration informati on may be necessary for
the operation of the Hello Protocol. Each router that may
potentially become Designated Router has a list of all other routers
attached to the network. A router, having Designated Router
potential, sends Hello Packets to all other potential Designated
Routers when its interface to the NBVMA network first becones

operational. This is an attenpt to find the Designated Router for
the network. |If the router itself is elected Designated Router, it
begi ns sending Hell o Packets to all other routers attached to the
net wor K.

On Point-to-MiltiPoint networks, a router sends Hello Packets to al
nei ghbors with which it can comuni cate directly. These nei ghbors may
be di scovered dynanically through a protocol such as |Inverse ARP (see
[ Ref 14]), or they may be confi gured.

After a nei ghbor has been discovered, bidirectional conmmunication
ensured, and (if on a broadcast or NBMA network) a Designhated Router
el ected, a decision is nmade regardi ng whether or not an adjacency
shoul d be formed with the nei ghbor (see Section 10.4). If an

adj acency is to be forned, the first step is to synchronize the

nei ghbors’ link-state databases. This is covered in the next
section.

7.2. The Synchronization of Databases

In a link-state routing algorithm it is very inportant for all
routers’ link-state databases to stay synchronized. OSPF sinplifies
this by requiring only adjacent routers to renmain synchronized. The
synchroni zati on process begins as soon as the routers attenpt to
bring up the adjacency. Each router describes its database by
sendi ng a sequence of Database Description packets to its neighbor.
Each Dat abase Description Packet describes a set of LSAs belonging to
the router’s database. Wen the nei ghbor sees an LSA that is nore
recent than its own database copy, it nmakes a note that this newer
LSA shoul d be requested.

Thi s sending and receiving of Database Description packets is called

t he "Dat abase Exchange Process". During this process, the two
routers forma naster/slave rel ationship. Each Database Description
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Packet has a sequence nunber. Database Description Packets sent by
the master (polls) are acknow edged by the slave through echoing of
t he sequence nunber. Both polls and their responses contain
summaries of link state data. The master is the only one allowed to
retransmt Dat abase Description Packets. |t does so only at fixed
intervals, the length of which is the configured per-interface
constant Rxntlnterval

Each Dat abase Description contains an indication that there are nore
packets to follow --- the Mbit. The Database Exchange Process is
over when a router has received and sent Database Description Packets
with the Mbit off.

During and after the Database Exchange Process, each router has a
list of those LSAs for which the nei ghbor has nore up-to-date

i nstances. These LSAs are requested in Link State Request Packets.

Li nk State Request packets that are not satisfied are retransmitted
at fixed intervals of time RxmtiInterval. Wen the Database
Description Process has conpleted and all Link State Requests have
been satisfied, the databases are deenmed synchroni zed and the routers
are marked fully adjacent. At this tine the adjacency is fully
functional and is advertised in the two routers’ router-LSAs.

The adj acency is used by the floodi ng procedure as soon as the
Dat abase Exchange Process begins. This sinplifies database
synchroni zati on, and guarantees that it finishes in a predictable
peri od of tine.

The Desi gnat ed Router

Every broadcast and NBMA network has a Designated Router. The
Desi gnated Router perforns two nmain functions for the routing
pr ot ocol

o] The Designated Router originates a network-LSA on behal f of
the network. This LSA lists the set of routers (including
the Designated Router itself) currently attached to the
network. The Link State ID for this LSA (see Section
12.1.4) is the IP interface address of the Designated
Router. The I P network nunber can then be obtained by using
the network’s subnet/network mask

o} The Desi gnated Router becones adjacent to all other routers
on the network. Since the |ink state databases are
synchroni zed across adj acenci es (through adjacency bring-up
and then the floodi ng procedure), the Designated Router
pl ays a central part in the synchronization process.
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The Designated Router is elected by the Hello Protocol. A router’s
Hell o Packet contains its Router Priority, which is configurable on a
per-interface basis. |In general, when a router’s interface to a
network first beconmes functional, it checks to see whether there is
currently a Designated Router for the network. |If thereis, it

accepts that Designated Router, regardless of its Router Priority.
(This nmakes it harder to predict the identity of the Designated
Router, but ensures that the Designated Router changes |ess often
See below.) Oherwi se, the router itself becones Designated Router
if it has the highest Router Priority on the network. A nore
detailed (and nore accurate) description of Designated Router
election is presented in Section 9. 4.

The Designated Router is the endpoint of many adjacencies. |n order
to optinize the fl oodi ng procedure on broadcast networks, the

Desi gnated Router nulticasts its Link State Update Packets to the
address Al |l SPFRouters, rather than sending separate packets over each
adj acency.

Section 2 of this docunent discusses the directed graph
representation of an area. Router nodes are labelled with their
Router ID. Transit network nodes are actually labelled with the IP
address of their Designated Router. It follows that when the

Desi gnat ed Router changes, it appears as if the network node on the
graph is replaced by an entirely new node. This will cause the
network and all its attached routers to originate new LSAs. Unti
the |Iink-state databases again converge, sonme tenporary | oss of
connectivity may result. This may result in | CMP unreachabl e
messages being sent in response to data traffic. For that reason

t he Designated Router should change only infrequently. Router
Priorities should be configured so that the nost dependabl e router on
a network eventual ly becones Designated Router.

The Backup Desi gnated Rout er

In order to make the transition to a new Desi gnated Router snoother
there is a Backup Designated Router for each broadcast and NBVA
networ k. The Backup Designated Router is al so adjacent to al

routers on the network, and becones Desi gnated Router when the

previ ous Designated Router fails. |If there were no Backup Designated
Rout er, when a new Desi gnated Router becane necessary, new

adj acenci es woul d have to be fornmed between the new Desi gnated Router
and all other routers attached to the network. Part of the adjacency
form ng process is the synchronizing of |ink-state databases, which
can potentially take quite a long tinme. During this time, the
networ k woul d not be available for transit data traffic. The Backup
Desi gnat ed obvi ates the need to formthese adjacencies, since they

al ready exist. This neans the period of disruption in transit
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traffic lasts only as long as it takes to flood the new LSAs (which
announce the new Designated Router).

The Backup Desi gnated Router does not generate a network-LSA for the
network. (If it did, the transition to a new Desi gnated Router woul d
be even faster. However, this is a tradeoff between database size
and speed of convergence when the Designated Router disappears.)

The Backup Designated Router is also elected by the Hello Protocol
Each Hell o Packet has a field that specifies the Backup Designated
Router for the network.

In sone steps of the flooding procedure, the Backup Designated Router
pl ays a passive role, letting the Designated Router do nore of the
work. This cuts down on the anmount of local routing traffic. See
Section 13.3 for nore information

7.5. The graph of adjacencies

An adj acency is bound to the network that the two routers have in
common. |If two routers have multiple networks in comon, they may
have nul ti pl e adj acenci es between t hem

One can picture the collection of adjacencies on a network as fornng
an undirected graph. The vertices consist of routers, with an edge
joining two routers if they are adjacent. The graph of adjacencies
describes the flow of routing protocol packets, and in particul ar

Li nk State Update Packets, through the Autononpus System

Two graphs are possible, depending on whether a Designated Router is
el ected for the network. On physical point-to-point networks,

Poi nt-to-Mil ti Point networks and virtual |inks, neighboring routers
becone adj acent whenever they can conmunicate directly. In contrast,
on broadcast and NBMA networks only the Designated Router and the
Backup Designated Router becone adjacent to all other routers
attached to the network.

These graphs are shown in Figure 10. It is assuned that Router RT7
has becone the Designated Router, and Router RT3 the Backup

Desi gnated Router, for the Network N2. The Backup Designated Router
perfornms a |l esser function during the flooding procedure than the
Desi gnated Router (see Section 13.3). This is the reason for the
dashed |ines connecting the Backup Desi gnated Router RT3.
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Fi gure 10: The graph of adjacencies
8. Protocol Packet Processing

This section discusses the general processing of OSPF routing
protocol packets. It is very inportant that the router link-state
dat abases remai n synchroni zed. For this reason, routing protoco
packets should get preferential treatnment over ordinary data packets,
both in sending and receiving.

Routi ng protocol packets are sent along adjacencies only (with the
exception of Hello packets, which are used to discover the

adj acencies). This neans that all routing protocol packets travel a
single I P hop, except those sent over virtual |inks.

Al'l routing protocol packets begin with a standard header. The
sections bel ow provide details on howto fill in and verify thi