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Experience with the OSPF protocol

Status of this Meno

This meno provides information for the Internet comunity. It does not
specify any Internet standard. Distribution of this nmeno is unlinited.

Abstract

This is the second of two reports on the OSPF protocol. These reports
are required by the IAB/IESG in order for an Internet routing protocol
to advance to Draft Standard Status. OSPF is a TCP/IP routing protocol
designed to be used internal to an Autononpus System (i n other words,
OSPF is an Interior Gateway Protocol).

OSPF is currently designated as a Proposed Standard. Version 1 of the
OSPF protocol was published in RFC 1131. Since then OSPF version 2 has
been devel oped. Version 2 has been docunented in RFC 1247. The changes
between version 1 and version 2 of the OSPF protocol are explained in
Appendi x F of RFC 1247. It is OSPF Version 2 that is the subject of this
report.

This report docunents experience with OSPF V2. This includes reports on
interoperability testing, field experience, simulations and the current
state of OSPF inplenentations. It also presents a summary of the OSPF
Managenent | nformati on Base (M B), and a summary of OSPF aut hentication
mechani sm

Pl ease send comments to ospf@rantor. und. edu.

1.0 Introduction

Thi s docunent addresses, for OSPF V2, the requirenents set forth by the
| AB/ I ESG for an Internet routing protocol to advance to Draft Standard
state. This requirenments are briefly sunmmarized bel ow. The renaining
sections of this report docunent how OSPF V2 satisfies these
requirenents
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0 The specification for the routing protocol nust be well witten such
t hat independent, interoperable inplenentations can be devel oped
sol ely based on the specification. For exanple, it should be possible
to devel op an interoperable inplenmentation without consulting the
original devel opers of the routing protocol

0 A Managenent Infornmation Base (MB) nust be witten for the protocol
The M B nust be in the standardi zati on process, but does not need to
be at the same | evel of standardization as the routing protocol

o The security architecture of the protocol nust be set forth
explicitly. The security architecture nust include nechanisns for
aut henticating routing nmessages and may include other forns of
protection.

o Two or nore interoperable inplenentations nust exist. At |least two
must be witten independently.

o There nust be evidence that all features of the protocol have been
tested, running between at |east two inplenentations. This nust
include that all of the security features have been denbnstrated to
operate, and that the nechani sns defined in the protocol actually
provi de the intended protection

0 There nust be significant operational experience. This nust include
running in a noderate nunber routers configured in a noderately
conpl ex topol ogy, and nust be part of the operational Internet. Al
significant features of the protocol nust be exercised. In the case
of an Interior Gateway Protocol (I1GP), both interior and exterior
routes nust be carried (unless another nmechanismis provided for the
exterior routes). In the case of a Exterior Gateway Protocol (EGP)
it must carry the full conplenment of exterior routes.

This report is a conpilation of information obtained from nany peopl e.
The reader is referred to specific people when nore information on a
subject is available. People references are gathered into Section 10.0,
ina format simlar to that used in [4].

1.1 Acknow edgnents
The OSPF protocol has been devel oped by the OSPF Wrking Group of the

I nternet Engi neering Task Force. Many people have contributed to this
report. They are listed in Section 10.0 of this report.
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2.0 Docunentation

Version 1 of the OSPF protocol is docunented in RFC 1131 [1]. OSPF
Version 2, which supersedes Version 1, has been docunented in RFC 1247
[2]. The differences between OSPF Version 1 and Version 2 are relatively
mnor, and are listed in Appendix F of RFC 1247 [2]. Al infornmation
presented in this report concerns OSPF V2 unless explicitly nentioned

ot herw se.

The OSPF protocol was devel oped by the OSPF Wirking G oup of the

I nternet Engi neering Task Force. This Wrking Goup has a mailing list,
ospf @rantor.und. edu, where di scussions of protocol features and
operation are held. The OSPF Wrking Goup al so neets during the
quarterly Internet Engineering Task Force conferences. Reports of these
nmeeting are published in the IETF s Proceedings. In addition, two
reports on the OSPF protocol have been presented to the | ETF plenary
(see "Everything You Ever Wanted to Know about OSPFIGP" in [5] and " OSPF
Update"” in [6]).

The OSPF protocol began undergoing field trials in Spring of 1990. A
mailing list, ospf-tests@eka.cso.uiuc.edu, was forned to di scuss how
the field trials were proceeding. This mailing list is maintained by
Ross Veach of the University of Illinois [rrv]. Archives of this |ist
are also available. There has been quite a bit of discussion on the Iist
concerni ng OSPF/ RI P/ EGP interaction.

A OSPF V2 Managenent |nformation Base has al so been devel oped and
published in [3]. For nore information, see Section 3.0 of this report.

There is a free inplenentation of OSPF available fromthe University of

Maryl and. This inplenmentation was witten by Rob Coltun [rcoltun].
Contact Rob for details.

3.0 MB

An OSPF Managenent | nfornmation Base has been published in RFC 1248 [3].
The M B was witten by Rob Coltun [rcoltun] and Fred Baker [fbaker]. The
OSPF M B appears on the ngmt subtree as SM standard-m b 13.

The OSPF M B was originally devel oped by Rob Coltun of the University of
Maryl and, under contract to Advanced Conputer Conmunications. A subset
of his proposal was inplenented to facilitate their devel opnent, and
represents operational experience of a sort.

The M B consists of a general variables group and ten tables:

TABLE 1. OSPF M B Organi zation
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G oup Nare Description

ospf Gener al G oup Ceneral d obal Variables

ospf AreaTabl e Area Descriptions

ospf St ubAr eaTabl e Default Metrics, by Type of Service
ospf LsdbTabl e Li nk St ate Dat abase

ospf AreaRangeTabl e Addr ess Range Specifications

ospf Host Tabl e Directly connected Hosts

ospf I fTabl e OSPF I nterface Vari abl es
ospflfMetricTabl e Interface Metrics, by Type of Service
ospfVirtlfTable Vi rtual Links

ospf Nor Tabl e (Non-virtual) OSPF Nei ghbors

ospf Vi rt Nbr Tabl e Vi rtual OSPF Nei ghbors

As MBs go, the OSPF MB is quite |large; 105 objects. The followi ng are
some statistics describing the distribution of the MB s vari abl es:

o 11 define the above Group and Tabl es

0 10 define the Entry in a Table

o 7 are Counters

0 6 are Gauges

0 68 objects mandated by the OSPF Version 2 Specification

Section D. 2 of the OSPF V2 specification [2] lists a set of required
statistics that an inplenentation nust nmintain. These statistics have
been incorporated into the OSPF MB. The MB' s thirteen Counters and
Gauges enabl e eval uation of the OSPF protocol’s perfornmance in an
operational environnment. Mst of the remainder of the M B s variabl es
paraneterize the many features that OSPF provides the network

admi ni strator.

For nore information on the MB contact Fred Baker [fbaker].

4.0 Security architecture

In OSPF, all protocol packet exchanges are authenticated. The OSPF
packet header (which is common to all OSPF packets) contains a 16-bit
Aut hentication type field, and 64-bits of Authentication data. Each
particul ar OSPF area must run a single authentication schene, as

i ndi cated by the Authentication type field. However, authentication keys
can be configured by the system administrator on a per-network basis.
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When an OSPF packet is received froma network, the OSPF router first
verifies that it indicates the correct Authentication type. The router
then authenticates the packet, running a verification algorithm using
the configured authentication key, the 64-bits of Authentication data
and the rest of the OSPF packet data as input. The precise algorithm
used is dictated by the Authentication type. Packets failing the

aut hentication algorithmare dropped, and the authentication failure is
noted in a MB-accessible variable (see [3]).

There are currently few Authentication types in use. The current
assignnents are:

TABLE 2. Current OSPF Aut hentication types.

Type code Al gorithm

0 No aut hentication perforned.

1 Simple (clear) password

2- 255 Reserved for assignment by the | ANA (i ana@ si . edu)
> 255 Avail abl e for local (per-AS) definition

For nore information on OSPF s authentication procedures, see Sections
8.1, 8.2, and Appendix E of [2].

5.0 Inplenmentations

The are nultiple, interoperable inplenentations of OSPF currently

avail able. This section gives a brief overview of the five

i mpl enent ati ons that have participated in at |east one round of
interoperability testing. (For a detailed discussion of OSPF
interoperability testing, see Section 7.0 of this report.) O her

i npl ement ati ons do exi st, but because of commercial realities (e.g., the
product is not yet announced) they unfortunately cannot be |listed here.

The five inplenentations that have participated in the OSPF
interoperability testing are (listed in al phabetical order):

o 3com This inplenentation was wholly devel oped by 3com It has
participated in all three rounds of interoperability testing. It is
also the only inplenentation of OSPF's TOS routing.. The 3com
i mpl enent ati on consi sts of approximately 9000 |ines of C code,

i ncludi ng coments but excluding user interface and M B code.
Consult Dino Farinacci [dino] for nore details.
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0 ACC. This inplenentation is based on the University of Mryland code.
It participated in the last two rounds of interoperability testing.
It also contains the only inplenentation of (a precursor to) the CSPF
MB (see Section 3.0 for details), which it uses for nmonitoring and
configuration. The ACC inplenmentation consists of approximtely
24,000 lines of C code, including its OSPF MB code. Consult Fred
Baker [fbaker] for nore details.

0 Proteon. This inplenentation was whol |y devel oped by Proteon. It has
participated in all three rounds of interoperability testing. It is
al so the only inplenentation that has a significant anount of field
experience (see Section 6.0 for details). The Proteon inplenentation
consi sts of approximtely 9500 lines of C code, including coments
but excluding user interface code. Consult John My []jnoy] for nore
details.

o Wellfleet. This inplenmentation has participated in all three rounds
of interoperability testing. Consult Jonathan Hsu [jhsu] for nore
details.

o University of Maryland. This inplenmentation was devel oped whol Iy by
Rob Coltun at the University of Maryland. It has forned the basis for
a nunber of conmmercial OSPF inplenentations, and al so participated in
the latest round of interoperability testing. The University of
Maryl and i npl ementation consists of approxinmately 10,000 |ines of C
code. Consult Rob Coltun [rcoltun] for nore details.

Note that, as required by the 1 AB/I ESG for Draft Standard status, there
are nultiple interoperabl e i ndependent inplenentations, nanely those
from 3com Proteon and the University of Maryl and.

6.0 Operational experience

This section discusses operational experience with the OSPF protocol
Version 1 of the OSPF protocol began to be deployed in the Internet in
Spring of 1990. The results of this original deploynent were reported to
the mailing list ospf-tests@eka. cso. uiuc.edu. (Archives of this mailing
list are available from Ross Veach [rrv].) No protocol bugs were found
inthis first deploynent, although several additional features were
found to be desirable. These new features were added to the protocol in
OSPF Version 2.

The OSPF protocol is now deployed in a nunber of places in the Internet.
In this section we focus on three highly visible systems, nanely the
NASA Sci ences Internet, BARRNet and OARnet. The dinmensions of these
three OSPF systens is sunmarized in the foll ow ng table:
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TABLE 3. Three operational OSPF depl oynents

Nane Version 1 date Version 2 date # routers
NSI 4/ 13/ 90 1/1/91 15
BARRNet 4/ 90 11/ 90 14
QARnet 10/ 15/ 90 not yet 13

Al'l the above depl oynments are using the Proteon OSPF inpl enentation.
There is one other deploynment worth nentioning in this context. 3com has
started to deploy OSPF on their corporate network. They have 8 of their
routers running OSPF (the 3cominpl enentation), and are planning on
cutting over the remaining routers (20 in all). Currently they have two
operational routers running OSPF and R P sinultaneously. One converts
OSPF data to RIP data, and the other RIP data to OSPF data. For nore
details, contact Dino Farinacci [dino].

6.1 NS

The NASA Science Internet (NSI) is a nultiprotocol network, currently
supporting both DECnet and TCP/IP protocols. NSI's nission is to provide
reliable high-speed comuni cations to the NASA science conmunity. The
NASA Sci ence Internet connects with other national networks including
the National Science Foundation’s NSFNET, the Departnment of Energy’s
ESnet and the Department of Defense’s MLNET. NSI al so has

i nternational connections to Japan, Australia, New Zeal and, Chile and
several European countri es.

For nore information on NSI, contact Jeffrey Burgan [jeff] or Mlo Medin
[ medin] .

6.1.1 NSI's OSPF system

NSI was one of the initial deploynent sites for OSPF Version 1, having
depl oyed the protocol in April 1990. NSI has been runni ng OSPF V2 since
1/1/91. They currently have 15 routers in their OSPF system This
systemis pictured in Figure 1. It consists of a nationw de collection
of serial lines, with ethernets at hub sites. The nunbers associated to
interfaces/links in Figurel are the associ ated OSPF costs. Note that
certain links have been weighted so that they are |l ess preferable than
ot hers.

Many of NSI's OSPF routers are speaking either RIP and/or EGP as well as
OSPF. Routes fromthese other routing protocols are selectively inported
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into their OSPF system as externals. The current nunber of inported
externals is 496

Al'l NSI externals are inported as OSPF type 2 netrics. In addition, NS
uses the OSPF external route tag to nmanage the readvertisenent of
external routes. For exanple, a route |earned at one edge of the NS
systemvia EGP can be tagged with the nunber of the AS fromwhich it was
| earned. Then, as the OSPF external LSA describing this route is fl ooded
t hrough the OSPF system this tagging information is distributed to al
the ot her AS boundary routers. A router on the other edge of the NSI can
then say that it wants to readvertise (via EGP) routes | earned from one
particular AS but not routes | earned fromanother AS. This allows NSI to
i mpl enent transit policies at the granularity of Autononous Systens,

i nstead of network nunbers, which greatly reduces the network’'s
configuration burden.

NSI has al so experinmented with OSPF stub areas, in order to support
routers having a snmall anount of nenory.

6.1.2 NSI - Deploynent analysis

NSI ran a couple of experinents after OSPF s deploynent to test OSPF s
convergence tine in the face of network failures, and to conpare the

| evel of routing traffic in OSPF with the |l evel of routing traffic in
RI P. These experinments were included in NSI status reports to the OSPF
pl enary.

The first experinent consisted of running a continuous |ICVWP ping, and
then bringing down one of the links in the ping packet’'s path. They then
timed how long it took OSPF to find an alternate path, by noticing when
the pings resuned. The result of this experinment is contained in Mlo
Medi n’s "NASA Sciences Internet Report” in [8]. It shows that the
interrupted ping resuned in three seconds.

The second experinment consisted in analyzing the anount of routing
protocol traffic that flow over an NSI link. One of the NSI |inks was
installed, but did not have any active users yet. For this reason, all
traffic that flowed over the link was routing protocol traffic. The link
was instrunented to continuously measure the amount of bandwi dth
consumed, first in the case where RIP was running, and then in the case
of where OSPF was running. The result is shown graphically in Jeffrey
Burgan’s "NASA Sciences Internet" report in [9]. It shows that OSPF
consunmes nmany times | ess network bandwi dth than RIP
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6.2 BARRNet

BARRNet is the NSFNet regional network in Northern California. At the
present tinme, it serves approximtely 80 nenber sites in an area
stretching from Sacranento in the north-east to Monterey in the in the
south-west. Sites are connected to the network at speeds from 9. 6Kbps to
full Tl using Proteon and cisco routers as well as a Xylogics term na
server. The nenbership is conposed of a m x of university, governnent,
and conmerci al organi zati ons. BARRNet has interconnections to the NSFNet
(peering with both T1 and T3 backbones at Stanford University), ESNet
(peering at LLNL, with additional multi-homed sites at LBL, SLAC, and
NASA Anmes), and DDN national networks (peering at the FI X network at
NASA Ames), and to the statew de networks of the University of
California (peering at U C. Berkeley) and the California State

Uni versity system (peering at San Francisco State and Sacranmento State).

Topol ogi cal ly, the network consists of fourteen OSPF-speaking Proteon
routers, which as a "core", with six of these redundantly connected into
aring. All "core" sites are interconnected via full Tl circuits. Oher
menber sites attach as "stub" connections to the "core" sites. The bulk
of these are connected in a "star" configuration at Stanford University,
with | esser nunbers at other "core" sites.

Contact Vince Fuller [vaf] for nore informati on on BARRNet.

6.2.1 BARRNet’s OSPF system

BARRNet was al so one of the initial deploynent sites for OSPF Version 1,
havi ng depl oyed the protocol in April 1990. BARRNet has been running
OSPF V2 since Novenber 1990. They currently have 14 routers in their
OSPF system The BARRNet OSPF systemis pictured in Figure 2. It
consists of a collection of T1 serial lines, with ethernets at hub
sites.

Most of BARRNet’'s OSPF routers are speaking either RIP and/or EGP as
well as OSPF. Routes fromthese other routing protocols are selectively
inmported into their OSPF systemas externals. A |large nunber of externa
routes are inported; the current number is1816. The bul k of these are
the T1 NSFNet routes, followed by several hundred NSN routes, around
60- 80 BARRNet routes fromthe non- OSPF system and several dozen from
ESNet .

Al'l external routes are inported into the BARRNet system as externa
type 1 nmetrics. In addition, BARRnet, like NSI, uses the OSPF' s externa
route tagging feature to hel p manage the readverti senent of externa
routes via EGP
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BARRnet is also using four stub OSPF areas in order to coll apse subnet
i nformati on. These stub areas all consist of a single LAN. They do not
contain any OSPF routers in their interiors.

6.2.2 BARRNet - Deploynent analysis

Initial deployment of OSPF Version 1 in BARRNet pointed to the need for
two new protocol features that were added to OSPF V2, nanely:

0 Addition of the forwardi ng address to OSPF external LSAs. This
elimnated the extra hops that were being taken in BARRNet when only
routers BR5 and BR6 were exchanging EGP infornmation with the NSS (see
Figure 2). Wthout the forwarding address feature, that neant that
NSFNet traffic handled by routers BR10, BR16 and BR28 was taking an
extra hop to get to the NSS.

0 Addition of stub areas. This was an attenpt to get OSPF runni ng on
some of the BARRNet routers that had insufficient nmenory to deal with
all of BARRNet's external routes.

6.3 OARnet

OARnet, the Ohio Acadeni c Resources Network, is the regional network for
the state of Chio. It serves the entire higher education community,

provi ding Chio schools access to coll eagues worl dwi de. The Ghio

Super conput er Center and the NSF Superconputer Centers are reached
through OARnet. Libraries, databases, national and internationa

| aboratories and research centers are accessible to faculty, hel ping
make Chi o school s conpetitive.

QARnet was established in 1987 to provide state-w de access to the CRAY
at the Ohio Superconputer Center in Colunbus, Chio. Since then it has
evol ved into a network supporting all aspects of higher education within
Ohio. A primary goal of QARnet is to facilitate coll aborative projects
and sharing of resources between institutions, including those outside
the state. OARnet connections are available to Chio acadenic
institutions and corporations engaged in research, product devel opnment,
or instruction. Colleges, universities, and industries currently use
QARnet connections to comunicate within the state and with col |l eagues
around t he country.

QARnet uses the Internet (TCP/IP) and DECNET protocols. OARnet
participants using TP/IP protocols are connected to the worl dw de
Internet, which includes all the major networks open to non-classified
research. QOARnet is also connected to NSFNet, the national research and
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education network sponsored by the National Science Foundation. It has
gateways to BI TNET, CSNET, ClICNet (a network connecting the Big Ten
uni versities), and the NASA Sci ence Internet.

For nore information on OARnet, contact Kannan Varadhan [kannan].

6.3.1 OARnet’s OSPF system

QARnet has been runni ng OSPF Version 1 since Cctober 15, 1990. They
currently have 14 routers in their OSPF system The OARnet OSPF system
is pictured in Figure 3.

There are 29 sites connected directly to the OARnet backbone. Al 13 of
QARnet’s OSPF routers act as ASBRs. There are 40 OSPF internal routes on
QARnet’ s network, and they inport about 120 routes from R P. QOARnet
runs EGP on the DWZnet at Col unmbus, which connects themto ClCNet. The
router connecting OARnet to DMZnet (OARL in Figure 3) runs EGP on the
DVZnet side, and OSPF and RI P on the OARnet backbone. No EGP routes are
inmported into the OSPF system The QARL router is configured to generate
a default when EGP routes are available. The OARL router is the keystone
for routing on CARnet’s network, in that it acts as an internediary for
all of OARnet’s RIP centric routers.

QARnet uses the Event Logging Systemon its Proteon routers to generate
traps for "interesting" events related to routing. They have these traps
sent to an SNMP managenent station, where the logs are collected for

| at er perusal

6.3.2 OARnet - Depl oynent anal ysis

QARnet is monitoring their OSPF systemvia collection of traps on their
SNMP managenent station. The following is a report on their
observations. It has been edited slightly to conformbetter with the
other text and maps presented in this report. For nore information
contact Kannan Varadhan [ kannan]:

3 of our 10 DS1 circuits are on digital mcrowave, and these tend to
flap occasionally. Qur observations indicate that the routers bring up
i nks, and adjacencies, on average, in about 2 seconds. Routes fallback
to alternate backup paths instantly. \Wole blocks of routes cut over the
i nstant the adjacencies are forned.

In contrast to this, our RIP routes would take about 3-6 nminutes to

cut over, and, on occasion, wuld not cut back to the preferred paths.
This was our prine notivation in switching to OSPF.
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W attenpted to duplicate MIlo Medin's ping test to dramatically
illustrate the performance of RIP over OSPF. To do this, we selected a
host on the farthest point fromour workstation, and ran a continuous
ping toit. W would then bring down a primary DS1 circuit, and watch
the tine it took to switch to the fallback route. Following this, we
woul d bring the circuit back up, and study the tine it took to re-sync
to the new path. Wth RIP, we were unable to fully conplete the
experinment, because the farthest point was exactly equal to the new (and
preferred) primary path, and therefore, R P would never choose it on
it’s own, until the path it was currently using failed. Wth OSPF, it
took about 2 seconds to synchronize over a new, nuch slower 56kb path,
and | ess than a second when the DS1 circuit cane back up.

Here are sone nore observations of the OARnet OSPF systenis behavior

0 131.187.36.0 is the 56kb Iine to Kent State University. Kent al so has
a DSl circuit leading into ASP, the Akron Pop. Likew se, UAkron. edu
has a simlar configuration. A roundabout backup path exists when
traffic heads up to O evel and over a couple of DS1 circuits, and then
down a 56kb backup path used by another school in the Ceveland area.

Sone statistical information:

1. 09:55:17: SPF.37: new route to Net 131.187.36.5,
type SPF cost 32

2. 09:55:18: SPF.37: new route to Net 131.187. 36. 6,
type SPF cost 22

3. 09:55:20: SPF.21: State Change, nbr 131.187.27.6,
new state <Full>, event 9

4, 09:55:21: SPF.37: newroute to Net 131.187.36.5,
type SPF cost 31

5. 09:55:22: SPF.37: new route to Net 131.187. 36. 6,
type SPF cost 21

6. 09:55:28: SPF.21: State Change, nbr 131.187.21.5,
new state <Full>, event 9

7. 09:55:29: SPF.21: State Change, nbr 131.187.51.6,
new state <Full > event 9

8. 09:55:31: SPF.37: newroute to Net 131.187. 36.5,
type SPF cost 22

9. 09:55:33: SPF.37: newroute to Net 131.187. 36.5,
type SPF cost 11

The Akron router restarts, and has to re-sync with all the |ines.
This restart is confirmed when one | ooks at the traps from gwCSPl.
Traps from gwASP1 still do not get through to us, because traps are
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sent via UDP, and gwASPl's routing tables are not fully configured
yet.

Events 1 and 2 are route changes routing traffic via C evel and,
across 2 DS1 circuits and a 56kb Ii ne.

When the DS1 circuit to UAKron canme up, routes instantly cut over to
use this as a better least cost path. This is shown in events 3, 4
and 5.

In a few seconds, the line to Colunbus is the next one up. This is
event 6. Event 8 relates to this cutover, and is the best path yet.
When the DS1 circuit to Kent is up, the link is used instantly.

We are able to make such a definitive conclusion of these traps on
the basis of the topological information that we have about the
network and the neans used to nonitor them

0 To illustrate the time required to fully synchroni ze a database, we
pi ece together a few adjacency form ng traces..

Pl ease bear in mind that these tinme stanps are the tinme stanps on the
managenent station, and are not to be taken as the absolute truth.

Thi ngs we haven't taken into account are transit tinmes of
nmessages, ordering of events (SNWP traps are sent using UDP),

| oss of event reports (recall that an entire synchronizati on sequence
of gwASP1 on the ASP-CSP link is mssing), etc.

The trace bel ow corresponds to the Akron router, gwASP1l bring up the
link in the previous section. This is as observed on the other end of
the line, gwCSPl.

REPCRT DATE: 02/26/91 ROUTER: gwcspl
09: 55: 06: SPF. 15: State Change, ifc 131.187.22. 6,
new state <Point-To-Point> event 1

09: 55: 06: GWxxx: Link Up Trap: 09:55:07: SPF.37:
new route to Net 131.187.22.5, type SPF cost 1

09:55: 07: SPF.21: State Change, nbr 131.187.22.5,
new state <lnit>, event 1

09: 55: 09: SPF.37: new route to Net 131.187.27.5,
type SPF cost 22

09:55:11: SPF.21: State Change, nbr 131.187.22.5,
new state <ExStart>, event 14

09:55:11: SPF.21: State Change, nbr 131.187.22.5,
new state <2-\Way>, event 3

09: 55:12;: SPF.21: State Change, nbr 131.187.22.5,
new st ate <Exchange>, event 5
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09:55:12: SPF.21: State Change, nbr 131.187.22.5,
new state <Full>, event 9

09:55:12: SPF.21: State Change, nbr 131.187.22.5,
new st ate <Loadi ng>, event 6

Bel ow, is another trace of the sane router restart sequence, where
the router is proceeding to bring up other DS1 circuits. Bringing up
the first adjacency took about 5 seconds. Subsequent adjacencies take
the router less than a second as seen bel ow

REPCORT DATE: 02/26/91 ROUTER: gwaspl
09: 55: 20: SPF. 15: State Change, ifc 131.187.27.5,
new state <Point-To-Point> event 1
09: 55: 20: GW xxx: Link Up Trap: 09:55:20: SPF. 21
State Change, nbr 131.187.27.6, new state <Init>, event 1
09: 55: 20: SPF.21: State Change, nbr 131.187.27.6,
new state <ExStart>, event 14
09: 55: 20: SPF.21: State Change, nbr 131.187.27. 6,
new st ate <Exchange>, event 5
09: 55:20: SPF.21: State Change, nbr 131.187.27.6,
new state <Full>, event 9
09:55:21: SPF.21: State Change, nbr 131.187.27.6,
new st ate <Loadi ng>, event 6
09: 55: 24: SPF.21: State Change, nbr 131.187.51. 6,
new state <Init> event 1
09: 55:24: SPF.21: State Change, nbr 131.187.21.5,
new state <Init> event 1
09: 55:25: SPF.37: newroute to Net 131.187.21.6, type SPF cost 13
09: 55:25: SPF.37: new route to Net 131.187.51.5, type SPF cost 22
09: 55:28: SPF.21: State Change, nbr 131.187.21.5,
new state <ExStart>, event 14
09: 55:28: SPF.21: State Change, nbr 131.187.21.5,
new state <2-\Way>, event 3
09: 55:28: SPF.21: State Change, nbr 131.187.21.5,
new st ate <Exchange>, event 5
09: 55:28: SPF.21: State Change, nbr 131.187.21.5,
new state <Full>, event 9
09: 55:28: SPF.21: State Change, nbr 131.187.21.5,
new st ate <Loadi ng>, event 6
09:55:29: SPF.37: newroute to Net 131.187.51.6, type SPF cost 1
09:55:29: SPF.37: newroute to Net 131.187.21.5, type SPF cost 1
09: 55:29: SPF.21: State Change, nbr 131.187.51. 6,
new st ate <Exchange>, event 5
09: 55:29: SPF.21: State Change, nbr 131.187.51.6,
new state <ExStart>, event 14
09: 55:29: SPF.21: State Change, nbr 131.187.51.6,
new state <2-\Way>, event 3
09: 55:29: SPF.21: State Change, nbr 131.187.51. 6,
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new state <Ful | >
09: 55: 29:

A transient fault on a DS1 circuit,

routers quickly reroute around the flap,

Experi ence w th OSPF

SPF. 21: State Change,
new st ate <Loadi ng>,

July 1991
event 9
nbr 131.187.51. 6,
event 6

causes the line to flap. Al
and the router itself takes

about 2 seconds to bring up the adjacency once nore.

REPCORT DATE: 02/26/91 ROUTER: gwaspl

14: 33:43: GW xxx: Link Up Trap

14:34:19: SPF.15: State Change, ifc 131.187.22.5,
new state <Down>, event 7

14: 34:19: GW xxx: Link Failure Trap

14:34:19: SPF.47: Net 131.187.22.6 now unreachabl e

14: 34:36: SPF.15: State Change, ifc 131.187.22.5,
new state <Point-To-Point> event 1

14: 34:36: GW xxx: Link Up Trap

14:34:37: SPF.37: new route to Net 131.187.22.6, type SPF cost

14: 34: 45: SPF. 21: State Change, nbr 131.187.22.6,
new state <2-\Way>, event 3

14: 34: 45: SPF. 21: State Change, nbr 131.187.22.6,
new state <lnit>, event 1

14: 34: 46: SPF.21: State Change, nbr 131.187.22.6,
new state <ExStart>, event 14

14: 34: 46: SPF.21: State Change, nbr 131.187.22.6,
new st ate <Exchange>, event 5

14: 34:47: SPF.21: State Change, nbr 131.187.22.6,
new state <Full>, event 9

14:34:47: SPF.21: State Change, nbr 131.187.22.6,
new st ate <Loadi ng>, event 6

0 On the anbunt of tine it takes for a router to restart,

and becone

fully synchroni zed. Taking the logs in the previous instance, we

notice that the CSP-ASP |ink conmes up at 9:55:06. The | ast

link is

observed to be up at 9:55:29, which is less than a m nute.

0 On the RIP equivalent of the tests,
to the slower speed fallback route,
packets.
avai |l abl e, and we waited well
wonderi ng why. Unfortu-
the RIP statistics.

nat el y,

On the OSPF version, we have..

{ni sca danw 51}

it took us 3 mnutes to cutover
and we | ost countl ess nany

The routes never cutover to the hi gher speed paths when
over 30 minutes watching this,
at this point,

we seemto have | ost

ping 131.187.25.6 PING 131.187.25.6 (131.187.25.6):
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56 data bytes 64 bytes from 131. 187. 25. 6:
icnp seq=0 ttl (255-ttl)=54(201). tinme=20 ns
[...]
icnp seq=10 ttl (255-ttl)=54(201). tinme=20 ns
| Tl down
icnp seq=14 ttl (255-ttl)=54(201). tine=180 ns
icnp seq=15 ttl (255-ttl)=54(201). tinme=60 ns
[...]
icnp seq=38 ttl (255-ttl)=8(247). time=1300 ns
icnp seq=39 ttl (255-ttl)=54(201). tinme=820 ns
| Tl Up
icnp seq=40 ttl (255-ttl)=54(201). tinme=20 ns
icnp seq=41 ttl (255-ttl)=54(201). tinme=20 ns
131.187.25.6 PING Statistics
51 packets transmitted, 48 packets received, 5% packet |oss
round-trip (ns) mn/avg/ max = 20/277/1300

6.4 Features exercised during operational depl oynent

In operational environnments, all basic nmechani sns of the OSPF protoco
have been exercised. These nmechani sns incl ude:

(0]

Desi gnated Router election. There have been operational deploynents
have as many as 8 OSPF routers attached to a single broadcast
net wor k.

Dat abase synchroni zation. This includes OSPF s adjacency bringup and
reliable flooding procedures. Large operational OSPF |link state

dat abases (e.g., BARRNet) have provided a thorough test of these
nmechani sns.

Fl ushi ng adverti senents. The procedure for flushing old or
unreachabl e advertisenents (the MaxAge procedure) has been tested
operationally. It is interesting to note that flushing of

adverti senents does occur nore during interoperability testing
(because of the constant restart- ing of routers) that it does
operationally. For exanple, in a week of BARRNet statistics, 9650
advertisements were flushed, while 688,278 new adverti senents were
f | ooded.

I nport of external routes. Al options of external LSAs have been
tested operationally: type 1 netrics, type 2 netrics, forwarding
addresses and the external route tag.

Aut henti cati on. The OSPF aut hentication procedure has been tested
operationally.
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o Equal-cost nultipath. Operational deploynents have included
topol ogi es with equal -cost, redundant paths.

0 Stub areas. These have been depl oyed both in BARRNet and NSI.

6.5 Limtations of operational deploynents
The follow ng things have not been tested in an operational environment:

o Milti-vendor deploynents. So far all deploynents have used a single
i mpl enent ati on. However, extensive interoperability testing of OSPF
has been done (see Section 7.0 of this report).

0 Regular OSPF areas. These have however been tested in all three
rounds of the OSPF interoperability testing.

o Virtual links. These have however been tested in OSPF s
interoperability testing.

0 Non-broadcast networks. However, OSPF interoperability testing has
been performed over X 25 networks.

0 TOS routing. However, this has been tested in OSPF' s interoperability
testing.

6.6 Concl usi ons

Al'l basic features of the OSPF protocol have been exercised. Very large
OSPF |ink state databases (e.g., BARRNet's OSPF systen) have been

depl oyed, providing a thorough test of OSPF s database synchronization
nmechani sms. No OSPF protocol problems have been found in operationa
depl oynent s.

Most of the hassles in operation deploynents has to do with the OSPF/ Rl P
i nterchange. Many of these issues have been ironed out on the ospf-tests
mailing list (see Section 2.0). However, the interaction between OSPF,
RI P, and EGP continues to be an active area of research

7.0 Interoperability Testing

There have been three separate OSPF V2 interoperability testing
sessions. Five separate inplenentations have participated in at |east
one session: inplenmentations fromthe conpani es 3com ACC, Proteon and
Wl | fleet, and the publicly available inplenmentation fromthe University
of Maryl and.
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Each of the testing sessions is described in a succeedi ng section. For
each session, the participants are identified, and the testing
topol ogi es are described along with the particular protocol features
that were exercised. Any protocol problens that were encountered during
the testing are al so described. In addition, for the second and third
rounds testing reports were sent to the ospf mailing lists. These
reports are reproduced in this docunent.

There is quite a bit of commonality in the features that have